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I. INTRODUCTION

A distinguishing feature of gravitation compared with the other known interactions in Physics
is that it touches upon the geometry of space and time. Correspondingly, the traditional approach
to General Relativity is based on differential geometry. But there is another issue, locality which
historically came up in connection with gravity first with fully recognized importance. Locality is
evoked at two different stages in General Relativity. One is the independence of the equations of
the theory from the choice of space-time coordinates. This renders the theory invariant under local
reparametrization of the coordinate system. The equivalence principle, the existence of coordinate
systems where gravitational forces disappear at a given point is another indication that locality
plays more important role than thought before.

But locality actually represents a bridge to the other interactions. In fact, the interplay of lo-
cality and Special Relativity leads to gauge theories, a formal structure, common in all interactions
known to us, gravity included. Inspired by this common structure General relativity is introduced
below as a classical gauge field theory. After that a brief description of two applications is given,
namely the Schwarzschild geometry and the Robertson-Walker geometry based cosmology.

Two appendices contain some complementary material, a short introduction into the formalism
of classical field theory and the presentation of General Relativity as the gauge theory of the

Poincaré group.

A. Equivalence principle

The unique status of gravitational forces among possible interactions is the surprising equiv-
alence of the inertial mass appearing in Newton’s third law in mechanics, m;,, and the coupling

strength to a gravitational potential Uy, the gravitational mass m,,
Min(a — &) = —mngUgr(X), (1)

where a;;, denotes the inertial acceleration, arising in non-Euclidean coordinate systems. Lorand
E6tvos’ measurement of the late nineteenth century and the improved versions performed later
show the equivalence of gravitational and inertial masses with convincingly high accuracy. The
Weak Equivalence Principle states that the world line of a small, free falling body is independent
of its composition or structure, m;, = mg. = m. As a result, the trajectory of a point particle is

independent of its mass within Newton’s theory.



The Strong Equivalence Principle consists of keeping the Weak Equivalence Principle valid in

the presence of other, non-gravitational force, F .z,
mla — agy, + VU (X)) = Fegy. (2)

This equation suggests a further equivalence, the identical origin of the gravitational and inertial
forces. For instance, a homogeneous gravitational field, Ug.(x) = gz, can be eliminated by means
of accelerating coordinate system, z — z — gt2/2, one is in a levitation, weightless state in the
falling elevator.

The equivalence of inertial and gravitational forces is a local phenomenon, an inhomogeneous,
time dependent gravitational potential can be eliminated at a given space-time point only by means
of a suitable chosen space-time coordinates. In other words, the usual dynamics and symmetries,
predicted by Special Relativity can be recovered in the absence of non-gravitational forces at any
given point in space-time by means of a well chosen coordinate system. The Strong Equivalence
Principle can be rephrased as the possibility of eliminating the gravitational forces at a given
space-time point by a suitable chosen coordinate system. This principle holds only locally.

Yet another version of the Strong Equivalence Principle is that in a small enough region of the
space-time it is impossible to detect the presence of a gravitational field and the laws of physics
reduce to those of Special Relativity. In other words, the space-time and the physical laws can be
made locally Lorentz-invariant. The mathematical details of locally observed Lorentz invariance
will be spelled out below as a gauge symmetry.

Note that the gravitational forces are assumed to be originating from a simple scalar potential
in this discussion, a restriction to be released later. But the principle is not flawless and has a
limited validity, for instance quantum effects, related to the spin of the particles seem to represent
an O (h) violation. But quantum effects will be ignored in the rest of this notes. There are several,
slightly different versions of the Equivalence Principle in the literature which confuses the picture
even more. One may say that the Equivalence Principle is a rough guidance for our intuition which
comes from the pre-gauge theory era of physics. Its simpler form and its limitation can easily be

found when gravity is considered as a gauge theory.

B. Gravitation and geometry

The equivalence of the inertial and the gravitating mass makes that the only characteristic

classical quantity of the point particle, its mass, drops out from the gravitational dynamics. But
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FIG. 1: The best matching circle of a curve.

what determines then the particle trajectory if not its mass? It has been suspected ever since the
construction of Riemann-geometry that the gravitational force ought to be related to the curvature
because it determines the geometry.

The curvature can be defined in its simplest form for a regular planar curve, y(z), in the
following manner: Let us look for approximations of the curve around a given point, xg, with
increasing precision. The zeroth order approximation is the constant, y(zg+¢€) ~ y(zo). The linear
approximation, y(zo + €) = y(zo) + 3/ (x0)e, characterizes the tangent to the curve. The quadratic
approximation, y(zo + €) ~ y(zo) + v'(x0)e + f”(x0)e?/2, defines the curvature radius of the curve
up to a sign as the radius of the best matching circle. The curvature radius has a non-trivial sign,
it is positive (negative) if the circle in question is above (below) of the curve. To find the expression

of the curvature radius let us imagine a circle, shown in Fig. 1. The equation of the circle,

R*=2"+(y - R)’, (3)
yelds
232 4
y=551t0 (=) (4)

for the lower hemisphere. If an at lest twice differentiable curve has vanishing value and slope at

x = 0 then its curvature radius is

1 | >0 above,
e (5)
dz? | <0 Dbelow.

R:

Let us now consider the free fall in the (z,y) plane, x(t) = vt, y(t) = yo — gt*/2, with curvature

radius

rR=-Z. (6)



The gravitational force makes the particle to follow a trajectory with a given curvature. But the
curvature contains the initial velocity, v, as well, hence it is not of purely geometric origin. It was
Einstein’s radically new point of view that the trajectory should be viewed in the space-time rather
than in the space only where the curvature becomes independent of the initial conditions and can
be assigned to geometry alone.

The inertial forces appear as a special manifestation of gravitational forces according to (1). This
kind of gravitational forces appear without curvature. A simple example, discussed in Appendix

A, is given by a family of uniformly accelerating world lines.

C. Static gravitational field

We have seen a distinguishing feature of gravitational forces, the equivalence principle above.
We turn now to the similarity between static gravitational and electric forces, by comparing the

Coulomb force

€1€2
FC = I‘—3 5 (7)
r
and Newton’s gravitational law,
m1Mmy
F, =12, (®)

where e denote the electric charge and m = mv/G, G being Newton’s gravitational constant.

Despite their formal similarity the static electric and weak gravitational forces differ on two
counts. One difference is that the gravitational charge, the mass can not be negative as opposed
to the electric charge. This eliminates the possibility of screening of gravitational interaction. As
a result, the gravitational forces remain long range like the unscreened Coulomb force and lead to
instabilities and a number of interesting differences between the rules of statistical physics with
and without gravitational forces. The other difference appears when the charges are not static but
accelerate. The resulting electrodynamical and gravitational radiation are very different from each
other.

The dynamical degree of freedom representing the electromagnetic interaction is the vector
potential A, (). The space-time geometry of classical General Relativity is characterized by the
invariant length, defined by the metric tensor, g, () introduced below. This tensor field can be
considered as the dynamical degrees of freedom, responsible of gravitational interaction in classical

physics.



The vector potential and the metric tensor describe elementary particles with spin one, S =1,
and spin two, S = 2, respectively. It is now understood that both the absence of gravitational
repulsion and the complicated structure of gravitational radiation, compared to classical electro-
dynamics arise from the different spin of the carriers of the interaction.

An unifying concept, local gauge symmetries, streamlines the construction of classical theories
for fields with non-vanishing spin. The minimalist version of a gauge theory, the Yang-Mills model

will be introduced in the next Chapter.

D. Classical field theories

The need of classical fields appear as a way around an unexpected problem in Special Relativity.
The non-relativistic equation of motion and the initial conditions for a system of N point particles,

interacting by instantaneous, action-at-a-distance force are

d?x,4(t
Mg dZ(;( ) = Fa(Xl(t)a---aXN(t)),
dx,(t
Xa(ti) = Xa,i) % = Va,i, (9)
where a = 1,..., N, with initial conditions imposed at t = ¢;. The relativistically covariant

extension of these equations is given for the world lines, z#(s), parameterized by the invariant

length s, called proper time, and read

majg(sa) = Fé‘(ml(sl), L. ,xN(sN)),

o (saq) = @y, (10)

where the dot stands for the derivation with respect to the proper time, the proper time of the
particles is chosen in such a manner on the right hand side of the equation of motion that 20 (s,) =
2} (sp) and the initial conditions are imposed at 20(s;) = t;. The problem comes from the fact that
that the four velocity preserves its length, #2(s) = 1 and the derivative with respect to the proper
time gives the constraint 0 = #,%, = %,F, for each world line. One can show that there is no
covariant function F}' which satisfies this constraint.

The origin of the problem is that the instantaneous action-at-a-distance interaction requires
propagation of signals with infinite velocities which is excluded by Special Relativity. The solution
is to represent the interaction by means of a field variable, denoted by ¢(x) for the sake of a simple
example, a dynamical degrees of freedom at each space point. To make up the propagation of a

signal we couple ¢(x) to the fields of the neighboring points in a relativistically invariant manner.
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A simple mechanical model of a scalar field in 1+1 dimensional space-time can be given by a
chain of pendulums, coupled to their neighbors by a spring, depicted in Fig. 2. The Lagrangian is

given by
L= Z [—92 - —(6’n+1 —0,)% — grcos Hn] . (11)
The variable transformation 6,,(t) — ®0,,(t) = ¢(t, z,) brings it into the form

= az [Lz (Orpn)? —3 <¢n+1a ¢n> — Acos %] (12)

(® =roVak, c=a"y/ % and A = £). Next one goes into the continuum limit, a — 0,

1 1
L= /d:ﬂ [@(8@(:’3))2 - §(am¢(x))2 — Acos @} (13)
and finds the action of the sine-Gordon model,
S = /dtdm [%(%gb(:ﬂ)@“(ﬁ(m) — Acos %} . (14)
d

AN

FIG. 2: The mechanical model of a 1+1 dimensional scalar field.

The local dynamics of a field is usually defined by means of its Lagrangian, cf. Appendix C.
The simplest, the free real scalar field theory is defined by the Lagrangian

1 m2c?
L= B “gb@“gb - 2—h2¢2 (15)

where 0, = a% and A\¢g = % denotes the Compton wave-length of a particle of mass m. The

action

202
s= dx[ 60" 9() — 5o 02() (16)
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is manifestly Lorentz invariant. The normal modes, teh degrees of freedom which diagonalize the

quadratic action, can be found by performing a Fourier transformation in space,

qSk(:UO) = /dgxqﬁ(x)e_ikx,

d®k ikx
oa) = [ onda®)e a7)
and expressing the action in terms of the Fourier amplitude ¢y (x°),
d®kd3q kq m?2c? i(ktq)x
S = /diﬂ ) [ O0¢x00Pq + ¢k¢q 57,2 ¢k¢q] ellta)
k1 m2c?
= [ a5 oot — g (14 T ) o (18)
where the Fourier representation of the Dirac delta,
ek,
5 _ ikx 1
o) = [ e (19)
is used in the last equation. The field is real,
d3k o e 3k ikx
o) = [ Gmonda)e™ = o7 (w) = [ zoilat)e (20)

hence ¢_y (%) = ¢} (2°) and
3 2.2
5= [t | gondidno— 5 (1€ + “5 ) dien (21)

Relativistic normal modes are plane waves, ¢ (z°) = ¢1 1 (2%) + ik (2°), since

Siad = 3 [ [Lvotat - 5 (19 55 ) (610

7=1,2
M 02
= 3 [ [ - M a0 2)
7=1,2
with
2.2
Mk:clz, 02 =2 <k2 mh; ) By = I (23)

The four-momentum of the normal mode, belonging to the wave vector k, is

202
E hey /K2 + mag
= ()= [V ) o

C
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II. GAUGE THEORIES

We know four fundamental interactions in Nature, the gravitational, the electric, the weak and
the strong forces. The last three appears in quantum version but we have so far no experimental
evidence whatsoever indicating propagating classical gravitational field or any quantum effect in
gravity. The remarkable fact is that all four interactions are described by the same type of models,
by gauge field theories. These theories express a central assumption of physics in a distinguished
manner, namely that the fundamental laws are local in the space-time. Non-gravitational gauge

theories are introduced in this section in flat space-time.

A. Global symmetries

A transformation of the field configuration, ¢%(x) — ¢'*(z'), where x — 2/(x) is a symmetry if

it changes the action S[¢] at most by total derivative,

St6) - 81 = Slol + [ d'a0,4%(2) (25)

because such transformations leave the variational equations of motion unchanged.

It is advantageous to distinguish two different spaces in field theory. A field configuration of an
n-component real field, ¢(z) : E — I, is a mapping of the external space into the internal space,
the former denoting the space-time F = R* and the latter standing for the set of values of the
field, I = R™.

A symmetry transformation can be internal, external or both. Internal symmetry transforma-
tions, ¢®(x) — ¢'*(z), act in the internal space only. Examples are charge conjugation, rotation in
flavor or color space of quarks and leptons. External symmetry transformations change the space-
time coordinates only, ¢%(z) — ¢*(2'), eg. the Poincaré group, consisting of space-time translation
and Lorentz transformations.

Continuous symmetries generate currents in classical field theories which satisfy the continu-
ity equation according to Noether’s theorem. The conserved quantity, the space integral of the
time component of the Noether current is usually called charge in case of internal symmetry. The
conserved quantities of external symmetries define energy-momentum (translation), angular mo-
mentum (space rotation) and a further vector (Lorentz boosts). Note that these symmetry trans-
formations are global, meaning that they are characterized by the same parameters everywhere in

the space-time.
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B. Local symmetries

It has already been realized in the twenties by H. Weyl and been employed in constructing new
theories by Yang and Mills in the sixties that the global symmetries of physics are in conflict with
the spirit of special relativity. Let us consider for example a global internal symmetry, represented

by the transformation

P(x) = P¥(2) = wi(x) (26)

acting an the multi-component field variable ¢(z) with w being an element of the symmetry group,
typically w € G = O(n) (real fields) or w € G = U(n) (complex fields). The symmetry is
global because we have to apply the same change of basis in the internal space anywhere and
anytime in the Universe in order to keep the dynamics unchanged. Is the rigid application of the
symmetry transformation really necessary in our world where special relativity holds? One can
not exchange information between two locations in the space-time separated by space-like interval,
AAt? — Ax? < 0 according to special relativity. How can then be a problem in using different
bases in the description of physics at space-like separated regions? The symmetry transformations
which seem to be in harmony with special relativity should concern change of basis in locations
equipped with the possibility of the exchange of physical signals.

The suggestion is to give up any correlations among bases used at different space-time locations

and to use local, so called gauge symmetries,

(x) = ¥ (2) = wz)y(z). (27)

This is an extreme possibility, opposite to the global transformations. It creates obvious problems
if applied to space-time regions with time-like separation, At? — Ax? > 0 which can exchange
signals. In particular, gauge symmetry makes it impossible to obtain any equation of motion for
gauge non-invariant quantity which can freely be changed in an arbitrary time-dependent manner.
This problem leads to the issue of gauge-fixing not pursued in this simple treatment.

The transformation rule (27) is homogeneous and has the virtue that any local equation

0=F(¢(z),x(x), ) (28)

which transforms in a homogeneous manner as in (27),

Fo(p(z), x(x),---) = F@¥(2),x“ (), -+ ) = fw(@)F), x(2),--), (29)
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f(w) # 0, remains valid after any gauge transformation. These are called covariant or ’absolute’
equations because they are valid in any convention, in other words in any gauge. We are interested
in laws of Physics in as simple form as possible. Thus we seek absolute equations. Invariant
quantities are called scalars and set of numbers or fields transforming in a homogeneous manner are
usually called vectors or tensors. The rules of generating absolute equations consist of prescriptions
of constructing scalars, vectors or tensors from scalars, vectors or tensors.

Let us, for the sake of example, consider an imaginary world consisting of two kind of particles,
say particle 1 and 2, which participate in an identical manner in their interactions. The field variable
has two components and the theory to start with displays a global symmetry group G = O(2) or
G = U(2). The definition of the particle 1 or 2, amounts to a choice of a basis in the internal
space. It is a convention used by physicists to construct models and communicate the results of
their work.

Physicists at different laboratories may use different definitions, called in general conventions
below. Experimental physicists need no basis since measurements are performed without making
any reference to internal space. Nevertheless they need conventions as soon as they want to
compare their findings with model predictions. In this imaginary world the physical phenomena
are the same, independently of any choice of conventions. Hence there is a non-trivial condition

that a function of the dynamical variabe be a measurable quantity, it must be gauge invariant.

C. Gauging

The main question for us in this section is to find the rules of modification of the theory in order
to upgrade the global symmetry G into a local one. The result of this procedure, called gauging,
is a theory with a gigantic symmetry group, G = ® [[, G5. We shall see that the price of such an
enlargement of the symmetry is the introduction of a vector field, the gauge field.

Let us start with a theory defined by the Lagrangian L(¢,0¢), cf. Appendix C, with global
symmetry, w € G. The Lagrangian has ultra-local terms, involving the field variable ¢(z) at
strictly the same space-time point, such as the mass term %m2¢a(aﬂ)¢a($) or a local potential
U(¢a(x)pa(x)). There is no difference between global and local symmetry transformations as far
as these terms are concerned. But pieces of the Lagrangian involving space-time derivative of the
field are actually detecting the variation of the field on the space-time and are not strictly local.

What is important from the point of view of the symmetry is that the transformation rule

Oud() = 0u¢” (x) = Ouwo(z) = wo,P(x) (30)
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of the global symmetry transformation is modified for local symmetry briefly gauge transformations,

() = 09" (x) = Ouw(x)p(x) = w(@)0ue(x) + (Ouw(x)) (), (31)

the trouble maker being the last term. It arises because the derivative compares the field values

at neighboring points,

3u¢($) — lim Pz + fnu) — ¢(x)

e—0 € (32)
and this term represents the contribution due to the different conventions in different points. This
contribution should not be there if by difference of the field variables we mean ” physical” difference.
We should transform the field variables into the same convention before subtraction. The expressing
of the field at y into the convention of z, ¢(y) — w(z < y)é(y), is a change of basis again. We
are interested in this transformation for space-time points within each others vicinity when, the
continuous dependence on the space-time coordinate assumed, this transformation is close to the

identity. The possible moves of y into a neighboring = are characterized by an infinitesimal vector

Azt = z# — y* and the corresponding change of base,
wly « z)=1— Az'A,(z) + O (A%z), (33)

is given in terms of four generators of the gauge group, A,(z) corresponding to the possible
linearly independent moves of the point z. The use of a basis 7%, a = 1,..., N for the Lie-algebra

(generators) of an N-dimensional gauge group allows us to write

Ap(x) = Aj(x)T" (34)
where the basis matrices are assumed to satisfy the normalization conditions

tr 7970 = —%5% (35)
and commutation relations

|:Ta,Tb] = fabere, (36)

We have a vector field, a gauge field for each direction of the symmetry group following the change

of basis one has to compensate for.
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D. Covariant derivative

Once we have an expression for the compensation needed to bring the field around a space-time
point into the convention at the same point we can define the covariant derivative as the derivative

of the field ¢(x) computed always in the convention at z,

een-A(m+en)¢(x —+ enu) - ¢(x)

Dug(z) = lim -
_ 11_% [1+en-Alx + en)gqﬁ(x + eny) — ¢(z)
= (Ou + Ao (@), (37)
giving
Dy =0+ Ay (39)

The gauge field which appears in the definition of the covariant derivative is sometime called
compensating field since its role is to compensate out the contributions of the inhomogeneous
conventions from the derivative of a physical field.

Let us now find out the transformation rule for the gauge field A,(x) during the gauge trans-

formation

(@) = P¥(x) = w(z)P(z). (39)

The covariant derivative is the derivative of the field computed in fixed convention therefore D, ¢(x)

transforms in the same way,

Dty = Ou+ Ap)y = Digp® = (0 + AR = wDptp = w(0y + Ay, (40)
yielding
w(Op + Ap)Y = (O + AV = (0uw)¥ + wiyh + Ajwy) (41)
and
AL = —(Quw)w ™ + wAw (42)

Let us use the space-time derivative of the identity w(z)w™!(z) = 1,

0= (pw)w ' +wdw !, (43)
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to write
Ay — A = w(0, + A wt. (44)

The transformation rule (40) gives the rule of replacing the partial derivative with covariant

derivative in the Lagrangian,

L(¢,0¢) = L(¢, D¢) = L(¢, (0 + A)9), (45)

as the rule of gauging. The interaction induced in this manner between the particle described by
the field ¢ and the gauge field is called minimal coupling. It should be clear by inspecting again
the derivation of the conserved Noether-current in Chapter C 2 where the new coordinates, related
to the global symmetry transformations are actually gauge transformation parameters that the

minimal coupling involves the scalar product of the Noether-current and the gauge field, A, j*.

E. Parallel transport

Since two internal space vector residing at two different space-time locations can not be com-
pared in their natural bases we need a definition what physically equivalent internal space vectors
mean at different space-time points. This is achieved by the parallel transport, a generalization of
the infinitesimal change of basis, given by (49).

Let us consider a continuously derivable path v* : [0,1] — R* in the space-time with v*(0) = z/’
and v#(1) = x‘; as initial and final points, respectively and a field ¢(z) defined on this path. What
is the condition that the values of this field long our path, ¢(7(s)) are physically equivalent, despite
the possible dependence of the components of ¢(y(s)) on s when expressed in terms of the local

basis? Suppose that we have a physical method to check the equivalence of the field along the path.

The resulting field ¢((s)) of a parallel transported internal space vector satisfies the equation

¢(y) = Wy (y, 2)¢(x) (46)

where W, (y, x) is a symmetry (basis) transformation which naturally depends on the choice of the
points x and y and a somehow surprising manner will also depend on the path ~, too.

Since this function compensate the change of conventions along the path it should closely be
related to the compensating field A,(x) introduced in defining the covariant derivative. In fact,
parallel transport of a point of the internal space, vector in short, means that the ”physical”

components do not change along the path,

D Dsirs)) =0. (47)
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which can be written as an equation for the parallel transport transformation

d~*
%Dyﬂw,y(y,x) =0 (48)

according to Eq. (46). The O (Az) solution, (49), can be written by the help of the exponential

map (B3) in the form
Wy + A, ) = e 35 Aulo) (19)

by assuming that the gauge field is constant in the straight line segment [z,x + A] of the path.
The general solution, valid for a path of finite length is given in Appendix D.

It is easy to find out the transformation rule for parallel transport under gauge transformations.
The starting point is that the product ¢'(y)W,(y, z)é(z) or ¢(y)W, (y,x)p(x) for complex or real
¢, respectively, is gauge invariant. Hence the equation w_l(y)Wf{”(y,x)w(x) = W, (y,z) follows

and we have

W5 (y, ) = w(y) W (y, 2)w ™ (). (50)
Two features of the parallel transport should be mentioned at this point:

e Path dependence: To understand the impact of the phase dependence of W, (y,x) let us
imagine first a gauge field A, (z) for which W, (y,x) is independent of the path . In this
case we may choose a reference point in space-time, say xg and extend its convention, its basis,
to the rest of the space-time by performing the gauge transformation w(z) = W~!(x, z0).

In fact, this transformation renders all parallel transport trivial,
W/(y, x) = Wﬁl(ya CC(])W(y, x)W(:c, CC(]) = W(an y)W(y’ xO) =1. (51)

The gauge field which leads such a path independent parallel transports is called pure gauge

because it can be canceled by an appropriate gauge transformation.

e Parallel transport along closed paths: An equivalent characterization of path independence
of parallel transports is the triviality of parallel transport on any closed paths, W, (z,z) = 1.
In fact, let us choose another point than x of the closed path v what will be denoted by
y = (s), 0 < s < 1. We introduce the fragments of v from z to y and from y to z, as

7 (t) = y(ts) and y2(t) = v(s + t(1 — s)) which satisfy the equation
W’Y(x7 .%') - W’Yl (1’, y)W’Y2 (y7 1’) - W’Yl (.%', y)Wﬁl(% y) (52)

the two parallel transports, W, (z,y) and Wﬁgl(y, x) correspond to two different paths con-
necting the events x and y therefore the path dependence is equivalent with the non-triviality

of the parallel transports along closed paths.
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F. Field strength tensor

The gauging, the upgrade of a global symmetry to a local one brings in a generator valued
vector field. We are accustomed to the fact that fields corresponds to particles. Therefore the
gauging of a symmetry suggests the presence of spin 1 bosons in the system. The dynamics of
these particle can not come from the Lagrangian (45) because of the lack of the velocities 9yA4, in
it. The simplest solution is the add a new term to the Lagrangian L — L + L4 where L4 satisfies

the following conditions:
1. It should be quadratic in the velocities, Ly = O ((9A4,)?).
2. It should be Lorentz invariant.

3. It should be gauge invariant.

The last property requires that L 4 should be vanishing for pure gauge fields, it should depend
on the non-pure gauge component of the field. This property suggests L,, a local quantity, be
constructed in terms of the deviation of parallel transports on infinitesimally small loops from the
identity. Let us therefore consider the parallel transport of a field along a rectangle x — = + u —
r+u+v — r+v — x in space-time, u and v being infinitesimal, non-parallel vectors. The change
of the field during the parallel transport is infinitesimal, as well, ¢ — ¢ + d¢ and should be linear

in u, v and ¢ itself. Therefore one expects the relation
G = — %puuuvy¢b' (53)

According to the definition of the parallel transport along an infinitesimal straight line, Eq. (49),

the parallel transport along the rectangle is

Ug = evA(J:) euA(x-l—v)e—vA(J:—i—u)e—uA(J:). (54)
We expand up to the displacement squares for each exponential functions gives
1 2 1 2
Ug =~ (1+vA(x) + 5[1}A($)] 1+ uA(x +v) + §[uA(x +v)]

« (11 A +u) + S[oA( + u)]2> (11 wA() + %[UA@)P) (55)

which can be simplified within this approximation to

Ug = 1+ (v0)uld — (ud)vA — (uA)(vA) + (vA)(uA)
= 1 —u"v"(9, 4, — 0, A, + [Au, A)), (56)
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resulting the field strength tensor

Fu =0,A, —0,A, + Ay, A)l = [Dy, D), (57)
a generator valued field,
Ta
F,=F —,
K m 2i (58)
with
a a a abc Ab pc
Fy, =0,A) — 0 A, + [A AL (59)

The gauge field strength is the measure of the non-triviality of the parallel transport of a state
along a closed path.

The transformation rule for the parallel transport on a closed path,
1 — u'v"Fyp(z) = w(@)[1 — ufv” F (2)]w ™ (z) (60)
gives the transformation rule
F(z) = w(w)FW(x)w_l(x). (61)

One can show that the triviality of the parallel transport over infinitesimal loops, the vanishing of
the field strength tensor, assures the triviality of the parallel transport over arbitrary loops and
restricts the gauge field to a pure gauge form, A, = wﬁﬂw_l in space-time without boundary con-
ditions. When boundary conditions apply then the elimination of a pure gauge field configuration
may be impossible. Such a configuration play an important role in the dynamics.

The unique solution of the constraints for L4 on a space-time with trivial topology is the
Yang-Mills Lagrangian,

L (), (62)

L =
Y M 242

fixed up to the coupling constant g. The normalization
a, b 1 ab
tr 7970 = —55 (63)
of the generators and commutation relations

[Ta77_b] — fabcTc (64)
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of the Lea algebra of the gauge group yield

1 2
Lym = —@(Fﬁu) : (65)

It is advantageous to use the notation A, — gA, in perturbation expansion, giving rise to the

Yang-Mills Lagrangian
Lya = —~Fa pova (66)
4
in terms of the field strength tensor
Ff, = 0,A% — 9,A% + gf ™ AL AL, (67)
The coupling constant, appearing together with teh structure constant of teh gauge group indicates

that the self-interaction of the gauge field is due to the non-commutativity of the gauge group.

G. Classical electrodynamics

Let us consider the electromagnetic interactions as the simplest toy model for General Relativity.
case. We need the interaction for point charges, described by their world lines, z,(s), the index n
identifying the particles. The electrodynamical interaction is the gauge theory which is based on
local, gauged realization of the global phase symmetry of quantum mechanics, ¥ (x) — e/%)(x). It
is a U(1) gauge theory and having a single gauge symmetry generator, i, the commutator term is

vanishing in the field strength tensor (57). The action is
1
S = —chn/dsn - g /dtd?’ﬂ:j“(az)Au(az) ~ Tom /dtdngW(x)FW(x)

_ | Bpin _ !
= chn/dsn 02/d xjt(x)Au(z) Tome

/d4xFW(x)F“”(m), (68)

where

) =c) / dsé(x — x,(s))i! (69)

stands for the electric current.
To find the equation of motion of the vector potential one writes the last term, Maxwell’s action

in the form

Sy = L d*z(0,A,0"A” — 9,A,0" AM). (70)

8mc
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The variation equation for A,,

€ -V 1 v 14
I = - 0u(0n A - oA

1
= 0", (71)

is Maxwell’s equation, to be generalized in general relativity to Einstein’s equation.

To recover independent equations of motion for components of the the world line x4, (s) we have

to avoid the constraint #2(s) = 1 hence we start with a non-invariant length parametrization by

replacing s by 7, z(s) — x(7) and write the first two terms of the action (68) in the form

Sep = — Zn: / dr [mnm [in(7) g (7) + Sig(T)Au(xn(T))} . (72)

The corresponding variational equation,

0 = _€ ey (1), Ay (7)) — i —mc—= xﬁ(T) = — EA (2n(7))
c " dr TH(T)gua? (1) ¢ :
.’E% - e .’E'Z T . .
- m% = Sa (DDA (7)) — 0 Au(wa(7))] + mCWMTWT% (73)

simplifies to the mechanical equation of motion with the Lorentz force,

meily(s) = © Fit(5), (74)

when the invariant length is used to parameterized the world lines.

III. GRAVITY

It seems to be an essential feature of Nature that all known interactions belong to the class
of gauge theories. For the electromagnetic, weak and strong interactions the internal space is
independent of the space-time. The special feature of gravity is that it influences the geometry of
the space-time therefore its internal space is not independent of its external space. The formalism

of general relativity will be introduced below by underlying its origin in gauge theories.

A. Classical field theory on curved space-time

The mathematical view of a field configurations, ¢(x), is a map ¢ : E — I which describes
“what” (I) happens “where” (E). Gravity and other interactions provide dynamics for E and

1, respectively. Such a dynamics may generate singular z-dependence which can be avoided by
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renouncing the global, single valued nature of the dynamical fields. Instead, the fields are expected
to produce a well defined image point in subsets of the space-time only and the resulting structure
is called differentiable manifold. The regions M; C E where both the space-time coordinates and
the fields have unique, well defined values are maps and the collection of maps, {M,}, an atlas, is

supposed to satisfy the following properties:

1. Maps: Each space-time point correspond at least to one map. ie. each space-time point

can be identified by means of the coordinates.

2. Coordinates: There is a one-to-one mapping, z; : M; — V, of each map into an open
subset V of R . These dp-dimensional functions, x?(p), w=1,...,dg, p € E, play the
role of coordinates defined for each map and the space-time looks locally dg-dimensional,
in agreement with the Equivalence Principle. The inverse function, p(x), labels the vicinity
of p by the coordinates z. We assume dr = 4 in what follows. Experimental devices are

supposed to be available to measure the values of the coordinates at each space-time point.

3. Coordinate transformations: The space-time point of a given environment, U, may be-
long to several maps. If p € U can be represented by two maps, z(p) and 2/(p) then the
inverse function, p(x), defined on an open set in R*, establishes the coordinate transforma-

tion, #’(x) = 2/(p(z)), which is supposed to be infinitely many times differentiable.

The internal space, a linear space consisting of the possible field values, is called tangent space
in the case of gravity. This name shows the origin of the gravitational internal space 7},: the space
of possible space-time directions at the given space-time point. A more formal, coordinate system
independent definition is that T, consists of the equivalence classes of world lines z(s), crossing p,
z(sp) = x(p) where z(s) and 2/(s) are considered equivalent if they have the same tangent vector
in p, @(sp) = @'(sp). We assume that experimental devices are available at each space-time point
to measure the four velocity of point particles and identify a point in the tangent space. The
gravitational interaction determines the motion masses, therefore it governs the dynamics in T'.
An important result of this particular construction of the tangent space is that the infinitesimal

vectors u € T), can be related to the infinitesimal displacement, p — p/,
Bl — b jz
2 (p') = 2 (p) + u. (75)

Let us choose a standard map, X*(p), for a given environment U. The basis vectors of T,
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corresponding to a given map x(p), are

0X
Cu = BT (76)
in particular
1 0 0
0 1 0
€y = . s €1 = . 5 ey €d—1 = . (77)
0 0 1

in the case of the standard map. The change of the coordinate system,  — z’ = 2/(z), leads to a

new basis in T}, defined by the equation

ox oxr 0z , 0z’
P TR I TR T (78)

ey =

It is easy to check that the corresponding transformation rule of a contravariant vector is

Ozt

o
€ = ox'v

e’ (79)

These transformation rules can easily be memorized by the following observations: One could have
derived eq. (78) by using (76) by dropping X (x). The result is that the covariant vectors transform

as partial derivatives,

8.%,/11
o
O =05 (80)

Since dw“@u remains invariant under coordinate transformations the contravariant vectors trans-

form as the infinitesimal coordinate changes,

oxH

ot = R

5z’ (81)

This observation is the starting point of an elegant formalism in differential geometry. It sometime
is called the absolute calculus since these objects can formally be defined without using a standard
(local) coordinate system. Equations which preserve their form under the reparametrization of the
coordinates are called covariant. The absolute calculus produces covariant equations, constructed
in terms of functions (coordinates), their derivatives (covariant vector fields) and infinitesimal
changes (contravariant vector fields). One arrives at nice and compact equations in this manner,
showing the geometrical essence in as clear manner as possible. But this scheme has two drawbacks

from the point of view of physics. One is that one is interested in the agreement between observed
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and theoretically predicted quantities and such a comparison can not be made without actually
“dirtying our hand” with a given coordinate system. The other is that while the idea of representing
vector fields by partial derivatives or by infinitesimal changes is correct and justified mathematically
it leads to a wrong intuition in physics. I believe that it is more advantageous first to spend the
time needed by improving our way of reading and understanding equations, written in terms of a
coordinate system until we recognize the general structure. When the physics is properly expressed

then, as a second step, one may go over the coordinate independent scheme if one wishes.

B. Geometry

There are three important properties of the space-time geometry which appears in gravitational

interactions.

1. The metric property is related to the existence of an invariant distance and it is essential
in establishing spatial and temporal distances between events. It is assumed that physical
measurements provide us spatial distances, time intervals and angles to determine the metric.
Due to the Equivalence Principle the metric structure must locally be compatible with Special

Relativity. This is achieved by introducing the invariant length in a local manner,
ds*(x) = dz* gy, (z)dz” (82)

where the metric tensor g, (x) is a symmetric tensor with three positive and a negative

eigenvalues, i.e. with signature +, —, —, —.

2. The affine property controls parallelism by determining what directions can we consider
parallel at different space-time points. The velocity and the internal angular momentum,
the classical spin, of a small enough body is constant in the absence of external forces and the
acceleration and the time derivative of the spin are vanishing. According to the Equivalence
Principle this remains valid locally in a suitable chosen coordinate system in the presence
of external gravitational field. Thus the velocity and the spin preserve their directions in
a non-trivial geometry and can be used to establish the concept of parallelism. The affine
structure is realized by the affine connection, alias compensating or gauge field of gauge

theories.

3. The torsion of the space-time represents certain distortions of the space-time. This property

seems to be important in describing the interaction of the quantum mechanical spin with the
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gravitational field only. Note that thought the Equivalence Principle has been build in by
point 2. in Section IITA, it can eventually violated by implying the torsion in the dynamics
because the distortions, characterized by the torsion can not be eliminated by using suitable
local coordinate system. We consider General Relativity in classical physics and the torsion

will be assumed to be absent.

C. Gauge group

It is instructive to recall that the absolute location in space-time becomes unobservable and the
space-time location is relative when the dynamics is translation invariant. The spatial directions
are relative in rotational invariant systems. The symmetry with respect to Lorentz boost makes
the absolute velocity unobservable in Special Relativity. The acceleration and all higher order
derivatives of the world line are rendered relative in General Relativity by imposing invariance of the
dynamics under reparametrization of the space-time coordinates, called space-time diffeomorphism.
Hence the choice of the coordinate system in the space-time is mere convention, the role of the
coordinates is to identify space-time points only and the actual numerical values of the coordinate
have no physical meaning.

The fundamental physical laws. eg. the Maxwell-equations, are supposed to be local in space-
time, they can be expressed as equations among dynamical quantities, corresponding to the same
space-time location. There is indeed no need of absolute coordinates for such a description. When
we do not intend to follow and find the equation of motion for all dynamical degree of freedom then
we seek an effective description. The motion of point particles or propagation of waves which are
not followed by us relate and correlate dynamical quantities at different space-time location and
are used to introduce direction and distance in space-time. We are interested here the fundamental
laws therefore we assume that the equations of motions are expressed for each space-time location
independently. This assumption leads to a rich gauge theory structure in an obvious manner and

gravity can be founded as a gauge theory with either external or internal symmetries.

1. Space-time diffeomorphism

The reparametrization of the coordinates, the diffeomorphism of the external space, can be
generated by the infinitesimal local translations in space time, z#(z) — 2'#(z) = a#(z) + daH(z). If

the value of the coordinates are not relevant then the change of the coordinate system is represented
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by the change of the tangent vectors of world lines, in particular the coordinate axes. Therefore,
the gauge group is GL(4), consisting of 4 x 4 non-singular matrices describing the transformation

of the coordinate axes e, (r) during general coordinate transformations,

eu(z) = eL(a:) = M, (z)e, (). (83)

The affine structure of the space-time which is the central feature of this formalism handles the
relation of directions at different space-time points by means of parallel transport in the GL(4)
gauge theory. The drawback of this line of thought is that the other independent geometrical
structure, the metric which is a key player in the traditional approach to General Relativity is
constructed in an indirect manner from the affine connection.

The internal space is chosen to be the tangent space, the directional vectors at each point
of the space-time and its elements are contravariant vectors. The independent field variables
are the metric tensor g,, and the GL(4) gauge field, I, the affine connection. The metric
tensor is symmetrical, contains 10 independent component and has the signature (4,—,—,—).
Once the metric tensor is introduced the tangent spaces can be represented covariant vectors, too.
Furthermore, the direct product of the tangent space givers rise to the space of local tensors, as
well.

The representation of the diffeomorphism by the transformation of the tangent spaces, (83)
with M, " (x) = &, — 0,0" raises a consistency issue, namely what conditions should the four
vector fields, e, (z) satisfy to make up a coordinate basis? The necessary condition arises from the
symmetry of the second partial derivatives, d,e, = 9,0, = 0,0,2" = 0,e,. It is easy to check

that this condition is sufficient. In fact,
Oue, = 0ye, (84)

is sufficient to assure the local existence and unicity of integral curves, the solution of the equations
2’ (x) = ey(x). The tetrads, satisfying (84) and can be used to construct well defined local
coordinates are called holonomic. The possibility of representing the reparametrization of the
space-time by the transformation of the coordinate basis vectors stems from the preservation of

the holonomy under diffeomorphism.

2. Internal Poincaré group

Both the metric and the affine structures can be derived in the gauge theory formalism by

means of internal gauge symmetry. The starting point is the Equivalence Principle which assures
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the existence of a coordinate system with local Lorentz invariance.
Lorentz transformations: The local Lorentz coordinate axes, e*(x), can be considered as
basis in the internal Lorentz space. But one might as well use another reference frame, obtained

by a local Lorentz transformation,
e (x) = €%x) = wh (x)e’(z). (85)

Thus one is led to propose Lorentz transformation as a local symmetry. A gauge field, w“bu,
introduced to handle the compensations of the local Lorentz transformations defines the affine
structure of the space-time.

Translations: The special feature of gravity is the relation between dynamics and geometry,
a link between the internal and the external spaces. The external diffeomorphism, the coordinate
reparametrization invariance can be generated by the infinitesimal local translations in space time,
() — aM(x) = x#(z) + dz#(x). The tangent space, T, consists of tangent vectors of world
lines, ##, at p. By representing the tangent vectors in the local Lorentz reference frame, z# = éaeg ,
we turn this latter into the tangent space, T),. The internal space equivalent of local, infinitesimal

translations,
§(x) = £"(x) = £"(x) + 0¢" () (86)

is now considered as a local gauge transformation. The gauge field compensating such a local

a

modification of the coordinates of the local Lorentz spaces, e,

(x) is called vierbein and provides

the desired link between infinitesimal shifts in the internal Lorentz space and the space-time:
6" (x) = ef, 02t (z). (87)

We shall use Greek and Latin letters to denote vector indices in the Lorentz and in the space-time
coordinate system, respectively. The translations (86), together with the Lorentz transformations
(85) form the Poincaré group as gauge symmetry.

An unexpected bonus of the Poincaré group formalism is the possibility of treating fermions. In
fact, fermions do not have well covariant transformations properties under the GL(4) group, the
general change of coordinates. They show well defined transformation rules for the Lorentz group
only. Another advantageous feature of this formalism is the natural way torsion couples to angular

momentum in the dynamics.
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D. Gauge theory of diffeomorphism

The simpler framework for gravity, based on the external diffeomorphism as gauge group is

introduced first.

1. Cowvariant derivative

The affine structure is defined by the connection I, a 4 X 4 matrix valued vector field with
64 independent components. We shall use the notation (Pp)“ ', =T*" vp for the components of the

connection. The covariant derivative,
Dot = gvt + T, 0", (88)

detects the ’'real’, physical changes of a vector field by projecting out the changes of the vector
components arising from the changing conventions. By suppressing the indices in Eq. (88) we have

for contravariant vectors
(Dyv)* = (0,v + Tpo)H. (89)
The metric structure is behind the reduplication of the vectors and suggests the definition
(Dyv)y = (Opv — Ty, (90)

for covariant vector field. The reason is that this definition allows us the contraction of indices
within the covariant derivative and to recover the equivalence of the covariant and the partial

derivatives for scalar fields,
D, (u,v”) = (Opu — ul'y) 0" 4+ 1y (0,0 + T'p)” = Ou(u,v”) (91)

The action of the covariant derivative is extended over any tensor field by performing the necessary

compensation on each vector index, eg.

Dyv‘p‘ = l,v’; + Fﬁyv; — v,‘_jfzy. (92)

It is easy to check that such an extension reproduces Leibnitz’s rule,
D, (uv?) = (Dyu’)v” +u’ D, (v7). (93)

Notice that a coordinate transformation x — z/(z) induces the change

0x° _
T, = T, = 0oowh (550, + %)W) (94)
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according to the transformation rule (44) and the application of the second equation in (78) to the

. . / — .
connection as a four-vector. The expressions w'y = %”; = and (w 1)“ o = g;”,‘; allow us to write
e O0x° dx'*  §?a~ o0z 9z’ . Oz
ve 92’ Ozt Oxvdxe | Ox'r dxt N PV
ox'*  9%zk 0z? Ox'H oz
= + re (95)

dxr BV dx'e ' dxle Dzt A P’
showing that the affine connection is not a tensor due to the inhomogeneous term in the gauge
transformation (44), the first term on the right hand side of (95). But the antisymmetric part in

the covariant indices, called torsion,
P Lo P
Sl/u = §(Puu - Puu)' (96)

is a tensor. The form (42) of the gauge transformation is sometime useful,

I m Oz wosk(, —1\A Oz W Tk —1\A

Fl/p_>rl/p - _waaw n(s)\(w ) V+8.%',pw HF )\o(w ) v
0z 9% 027 Qa° Q2 . O (97)

T Oz 0xF0xT Ba'e | Dx'P Dzt N Halv
It is advantageous to use harmonic gauge, defined by
7 =g"r’, =0 (98)
for solving the equations of motion. The name comes from the equation

O2* = ¢ D,D,z" = ¢"°D,0,a! = —T'" (99)

where the second equation holds because z# is a scalar field for a given value of u, stating that the

coordinates are harmonic functions. Eq. (97) leads to the transformation rule

It — g1, =g

o 02 92 [ Qxt DPa Da” N Ox° 9z’ . Ox)
oz dxrdzT dx'e ' Bx'P dxt - A dxv

ox™ 0x°
- e (100
which gives the equation
o OC_ Oat (101)

9x70x°  Oa'%

The harmonic gauge can always be reached by solving this equation for z'#(x) when the field I'*
is given.

The Equivalence Principle can be rephrased in a mathematical form. Let us first consider a

gauge theory where the gauge field transforms according to eq. (44). It is easy to see that the



31

(a# —af) Au (o)

gauge transformation, w(x) = e , defined by the help of a given, fixed space-time point,

xq, yields

Aj(2) = w(@)(O + Au(2))w™ (2)
= [1+ (2" — 2f) Au(@0)] (0 + Ap(2))[1 — (2# — 2§) Ay(w0)] + O ((x — 20)?)

= O(x—x9). (102)

In other words, the gauge field can be eliminated at xg by means of a suitable gauge transformation,
rendering the covariant derivative locally equivalent with the partial derivative, and leaving only its
space-time derivatives non-vanishing. In case of gravity the internal and external spaces are related
and we first perform linear change of coordinates in such a manner that the metric tensor assumes
its Minkowski form at xg. After that we make a further nonlinear coordinate transformation,

x — 7', given by

1
ot = =l = ST (o) (@ — o) (@ — o) (103)
where
ox” 1 1 y y
or'n 55 - §Iwup(x0)($/p - x()p) - §FHVM(5UO)($/ —xp)), (104)

and in particular

= 5" (105)

The transformation rule of the affine connection,

ox't 0x% Oz'* oz
/ /
I, (") = — e ", (z0) + wﬁrﬁxo(@wa (106)
gives at x = xg
Fl}zp(x/O) = _Fuup(x(]) + Fuup(x(]) = 0. (107)

In other words, the metric tensor can be brought into its flat space-time form and the affine con-
nection can be made vanishing at any fixed space-time point by the use of appropriate coordinates.
Such an elimination of the non-trivial geometry of the space time is a local feature because the
second derivatives of the metric tensor and the first derivatives of the affine connection remain

non-trivial in any coordinate system.
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2. Lie derivative

The Lie derivative, the covariant derivative, generated by space-time diffeomorphism, gives the
change of a field ¢(z) during a space-time diffeomorphism x# — z# — wH(x) expressed in the
coordinate basis at z. The field is symmetric under such a diffeomorphism if its Lie derivative is
vanishing.

Let us consider for the sake of simplicity a vector field u”(x). Its Lie derivative with respect to
the diffeomorphism w(x) is the sum of two terms. The first is the change v — u(x + w), induced
by the coordinate transformation, w”d,u*. The other contribution comes from the transformation

of the vector u(z + w) into the basis at x. The corresponding transformation (79) contains the

matrix wh, = 6 — d,w*. The Lie derivative is therefore
Vyput = w’o,ut — d,wtu”. (108)
The form
Vyu' = w”Dyu” — v’ Dywt + 280 uPw” (109)

shows that the Lie derivative of vector field is a covariant vector field. The Lie derivative of a scalar
is given by the partial derivative, V,,¢ = w” 9, ¢ and the generalization of (109) for covariant vectors

and tensors is straightforward, eg.
Vyul = w’o,ul; — O,w'uy, + 0w ul)

= w”Dyuy; — u Dyw” + ul; Dyw” + 255 ufw” + 258 ulhw”. (110)

3. Field strength tensor

The GL(4) field strength tensor is
Fuo=[DuD)=0,+T,,0,+T,] =01, -0,y + [T, T,] (111)
which is antisymmetric in the space-time indices,
F=—F,. (112)
The field strength tensor is called the curvature tensor and reads

R e = (Fpo)ty, = 0,1, , — Op 1, , + TV, T, — TH T, (113)

vpo v
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with all indices shown. According to the remark, made after Eq. (61) the vanishing of the curvature
tensor is equivalent with the absence of gravitational forces in a space-time without boundary.

A useful identity for the curvature tensor obtained from symmetrical connection is

R’ ., + R, +R, =0. (114)

Ry HUK VKL

An important relation for the curvature tensor follows from the Bianchi identity for commuta-

tors,
0=1[A,[B,C]] + [B,[C, A]] + [C, [A, B]], (115)
which yields

0= [Duv [Dm Dp” + [Dw [DmDuH + [Dm [DWDVH

= [D;u FVp] + [Dw Fpu] + [DmF;w]

= D,Fy,+ D, Fy, + DyEy,, (116)
or

0=D,R’,, + D,R’

wvp won T Dp R, (117)

KuY?

by writing all indices explicitly.

The Lagrangian of a gauge field is usually a quadratic expression of the the field strength
tensor, trF),, F'*”. The distinguished feature of gravity is that its internal space, the tangent space
of external space, is related to the space-time. This feature allows us to contract internal index
with external one and to construct invariant expressions which are linear in the field strength. We

may make three different contractions, the Ricci tensors, defined as

Rllo' — Rp]/po'
= (9PFPW — &,FPVP + FPHPF”W — FPRUF“VP (118)
R’,op = =Ry, and
/
Ry = R

= 0pI"e — 01, + TV, 1", — TH T,

= 9,I*,, — 9", . (119)

We have relied so far the GL(4) gauge field only. The other independent field variable, the

metric tensor can be used to construct the scalar curvatures, R = g"” R, and R = g””R:W. The
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scalar curvature is actually trivial, R’ = 0, because R:W is antisymmetric and its contraction with
the symmetric g"” is vanishing. Note that the curvature tensor is different in the presence of torsion

and R’ becomes non-trivial.

E. Metric admissibility

The metric and the affine properties are in principle independent as are the metric tensor,
guv(z), and the affine connection, I'),. A natural relation can be established between the affine
connection and the metric by following a geometric argument. This argument will be replaced by
a variational equation later, when the Einstein equation is derived by the variational principle.

The geometric argument goes as follows. Let us consider two vector fields, u#(z) and v#(x),

which are parallel transported along a path ~(s),
A(s)Dyu = A(s)Dyv = 0. (120)

The connection between the symmetric part of the affine connection, {5, } = %(F,’fﬂ + I'), called
Christoffel symbol and the metric structure is achieved by imposing the condition that the scalar

product of parallel transported vectors is preserved,
Y(s)Dyu” gypv? = uvP4(s)Dygy, = 0 (121)
which amounts to the covariant equation,
Dg =0, (122)

the metric admissibility condition which fixes the torsion free affine connection. In order to find a
more explicit form we write down this equation with all indices shown together with the relations
obtained by performing cyclic permutations on the indices,

Dpguw = OpGuw — 9rlp — Gusls,

Dyugvp = Ougvp = grpl'vy — 9url'yy

Dygp = 0uGpu — Guul'py — 9prl- (123)

By taking the sum of the last two equations minus the first one arrives at
Lopw + T pvp = Ougup + Ovgpu — Opgpw (124)
with 'y, = g%, and the relation

nv

1
{;fy} = §gp0(augua + 8ugau - (%guu)- (125)
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The antisymmetric part of the affine connection, the torsion tensor is left free after imposing the

metric admissibility condition.

The curvature tensor, given in terms of the metric, occurs frequently in applications. We have

Rp,m/u = gpx [Fip,,u + Fi\'urgu - (lj’ — V)]

1 [ea {od
= §9p>\ { [QA (Gow,p + Guo,w — gfw,o)} . + FcAanu - (b= V)}
1
2

1 o o
= igpxgl (Gorwop + Guon = Grwo) + 5 (Guossr = Grpwor) + 9orTou T — (1 = v) (126)

where the notation f, = 0, f is used.The relation

Ao Ao Ao
9pXGv = —9 Gprxv = —9g (FVpA + Fu)\p) (127)
allows us to write
1 Ao 1 A fed
Rprvp = _59 (FVM + kap)(gon,u + Guo,w — gfw,v) + §(gup,fw - gfw,ﬂl/) + gp)\FO'VFKu
—(p<=v)

1 o
= _Fiu(rwﬁx +Tuxp) + E(gup,w — Grp,pv) + gpkrﬁvrlw - (p=v)

1 A o A o A o
= E(g#mm’ = Gupunpn = Grppv + Grvpn) — 9orlnu Lo — goplcu IR0 + 9oal'5. 1%,
+gaAF2quu + gopréurg\-u - gpkréurgu
1 A o A o
= i(gup,fcu — Gup,kp — Grp,pv + gnu,pu) - gO’)\Fﬁuer + gokrnurppr (128)

Let us consider a two-dimensional sphere as a simple example. The invariant length ds?> =

r2(d6? + sin? 0d¢?) gives the metric tensor

, (1 0 » 1 ({1 O
G =7 L] 9= e (129)
0 sin“ 6 77

The non-vanishing matrix elements of the Christoffel symbol, { £¢} = —sinf cos 6, { ¢ } = { 4 } =

— cot 0, give rise

0 _ 0 % % o 6 o
Rioo = an{so} =0 {iu} + i {&} - {4} {40]
— —0Jpsinf cos b + sinf cos O cot § = sin® 0 (130)
and Rg% = g¢¢R¢99¢ = —g¢¢R9¢9¢ = —g¢¢gggRg%)¢ = —1. The Ricci tensor is diagonal, Rgg = 1,
Ryy = sin? @ and the scalar curvature is R = T%

The symmetries of the curvature tensor in addition to (112) and (114) in the metric admissible

case are
Ry = —Repp = Ruvpr (131)

and the number of independent components is 256 — 20. We note that the curvature is vanishing

for flat space only.
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The contraction of two indices in the Bianchi-identity (117) gives

0= DyRyp+ DyR",,, — DyRey. (132)

A further contraction of indices x and p by means of the metric tensor gives for the metric admissible

curvature tensor
0= QDMR“p — DPR (133)

which expresses the covariant conservation law for the Einstein tensor

1
Guu = Ruu - 59WR7 (134)
as
D,G*, = 0. (135)

Einstein’s original argument to establish the equation of motion for the space time geometry
was based on a trial and error method of finding a covariant equation whose source term is the

energy-momentum tensor,
XH =TH, (136)

Due to the conservation law, D, T"" = 0, we have D, X" = 0. Since X*” is expected to be linear
in the curvature tensor the choice X = kG, k being a constant, is a natural one.

The metric admissibility simplifies the condition, expressing the invariance of the metric tensor
under space-time diffeomorphism. In fact, the vanishing of the Lie derivative of the metric tensor,
0= ng;w = wﬁang,ul/ + 8;Lwﬁgmx + auwﬁg;m

= D,w, + Dyw, + 258, g,,w" (137)

and the diffeomorphism w*(x), satisfying this condition for a given metric tensor is called Killing

field, representing a symmetry of the metric in question.

F. Invariant integral

Two problems still have to addressed before embarking the variational equations of General

Relativity. One is the integral measure in the action,

S = / dzL. (138)
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In the case of relativistic field theories in flat space-time the Lorentz invariance of the action
is realized by using Lorentz invariant Lagrangian, L, and integration measure, d*z. The gauge
invariance of the action is assured in a similar manner, by the gauge invariance of the action
(non-trivial) and the integral measure (trivial). The gauge invariance in General Relativity is the
invariance under (non-linear) change of coordinates. The integral measure d*z is obviously non-
invariant. Hence we have to find an integral measure which remains invariant under the change
of coordinates. The other problem to settle is presented by the modified form of the continuity
equation in gauge theory. The usual continuity equation in flat space-time, 9,j* = 0 is replaced
by the covariant equation, D,j* = 0 in General Relativity. The affine connection, appearing in
the covariant derivative, prevent us to arrive at the balance equation, expressing the change of
the charge, enclosed in a given volume as a surface integral on the boundary of the volume. We
shall see that this latter problem disappears when the invariant integral measure is used in the
space-time.
The metric tensor transforms as

ox'P 97,

90 = i 9 9o (139)
during the coordinate change z# — 2/* and its determinant, g = det g,,,,, changes as
o'\
g=4d <det 8—3;:“) (140)
showing that the integral measure
, Ox or’
dinyx = dx\/—g — da’ det Y —g' det D7 (141)
x z

stays invariant. Thus one speaks of scalar, vector and tensor densities constructed by means of the
determinant of the metric tensor as Sv/—g, v*\/—g, T \/—g, etc.
A useful and simple expression can be obtained for the divergence of a vector field in the absence

of torsion by using the equation

Jg
59 = —28Go, = gg°"5g, 142
g 9o Jou = 99" 09gop (142)

which holds because gg# is actually the minor corresponding to the matrix element g,,. (The

minor M4 of an n X n matrix A,
(Ma)jpe = (=1)"* dy j, (143)

is defined in terms of the determinant d;j of the n —1 x n — 1 matrix, obtained by omitting the

j-th row and the k-th column of A. The determinant of A, expanded along the k-th row of A can
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be written as
det[A] =) Agj(~1)dy ;. (144)
J
The equation for ¢ # j
0= Apj(=1)""dy, (145)
J

expresses the vanishing of the determinant of a matrix whose j-th and ¢-th rows are identical (When
the determinant is expanded along the /-th row then the matrix element A, ; enters only as the
coefficient of the sub-determinant dy ;. Thus this equation can be interpreted as the determinant
of a matrix whose ¢-th row is Ay ;, the same as the k-th row.) Egs. (144) and (145) can be

summarized by the expression

M
1 A
= 14
det[A4] (146)
for the inverse matrix. Finally, eq. (142) follows from
ddet[A -
aAk[ A_] = (=1 Ry = (Ma); (147)
7]

and (146) for the symmetric metric tensor.)

Eq. (142) gives 0,9 = g9°" 0, 9o, allows us to write

1 31/9 Oy vV —g
re, =-g’" (0o o 0 (o aa = —¢°"9 ou = = . 148
v 29 ( v Gop + Ougu guu) 29 v9op 2 \/_—g ( )

The Gauss’ theorem can finally be obtained for the divergence

Au\/—9g 1
Dt = 9o +TH v¥ = 9, vt + £ vt = Ou(v/—gv* 149
13 1 i 1 \/_—g \/_—g ,u( g ) ( )

as

/ dn/=g Dt — / d ) (v/=go") = / s,/ —gu". (150)

A particularly useful application of this relation is for covariantly conserved currents, D, jt =

0 which yield ordinarily conserved current density, d,(y/—gj*) = 0 and conserved charge Q =

J &Pa/=g5°.

Metric admissibility renders the definition of the D’Alambertian unique. In fact, we find

D,D" = ¢""D,D, = D,,g"" D, = D,D,g", (151)
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and its action on a scalar is particularly simple,
1
D,D"¢ = D,0"¢ = \/—_—gau(\/ ) (152)
As an example consider a d-dimensional Euclidean space, parametrized by polar coordinates,

r
rcos ¢
rsin ¢! cos ¢?

) = rsin ¢! sin ¢? cos ¢3 ) (153)

rsing! - --sin ¢ 2 cos "1

rsing! - .- sin "2 sin "1

0<¢/ <m j=1,...,d—2,0< ¢% ! <271 where the metric tensor is of the form
, (1 0
gjk =T . (154)
0 ggd—1
and
2 1 d—1 L
D* = pd—1 Opr O + ﬁDSd—l' (155)

Another example, the Laplace operator on the two-sphere with metric (129) is

1 1 1
ASQ —89 sin 989 + —2(9; . (156)
sin” 0

" 72 |sing

The relation between the affine connection and the metric tensor, the metric admissibility, was
imposed as a reasonable assumption. We shall see below that General Relativity supports this
relation and the metric admissibility will be the result of the equation of motion for the affine

connection.

G. Dynamics

The equations of motion of Einstein’s general relativity can be obtained as the Euler-Lagrange

equations of the Einstein action

1

Sp = dav/—g(R + 2A) =

- — n
e dx/—g(g"" Ry + 2A) (157)

1
167G
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with G and A being the gravitational and the cosmological constants. The action is considered as
the functional of the independent field variables g and I'. The metric admissibility will be derived
rather than assumed.

The affine connection is not a tensor and it will be advantageous to use tensor fields as inde-

pendent variables. Thus we separate the Christoffel symbol from the affine connection by writing
re,={5}+C, (158)

and consider Cf},,, a tensor, rather than the whole I'},, as the independent variable controlling the
affine structure.
Notice the following slight complication about the choice of the independent components of the

metric tensor used for the variational procedure. The variation of the relation 8}, = g Gup gives

0 = 5gwjgup + guydgup
5guu = _gupguaégpo (159)
thus the metric can not be used in this calculation to change the position of the indices. Instead,

we keep g"” as the independent tensor field for the metric.

A notation which will serve us is the metric admissible covariant derivative,
Dy’ = o + {1} v° (160)

which is independent of the tensor field Cf,.
We can now write the GL(4) field strength tensor, the Riemann curvature tensor, expressed in

term of the 'background field’ covariant derivative D as

FNV = [D;MDV] = [DM+CM7D+CV] (161)
The variation when C — C' + §C' generates

0F,, = [D,+dC,,D, +6C)) —[Dy,D,]
= (D, +6Cy,)(Dy, +6C,) — (D, +6C,) (D, +6Cy,) — DD, + D,D,

= D,6C, + 6C,D, — D,6C,, — 5C,D,, + O (6C?)

= (D,0C,) — (D,6C,) + O (5C?) (162)
which gives
SR", , = D,6C*,, — DyoC*,, (163)
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when the indices are written explicitly and

Ry = D,6C?,, — DydC"

- (164)

The variation of the curvature scalar, g0 R,, is a sum of terms which are proportional to §C
or 00C'. It is a scalar therefore the terms proportional to 95C can be extended the replacement

d5C — DG&C by the expense of modifying the terms proportional to C. The result is the expression

9”7 0Rye = Dyv” + 6C", K, (165)
K being linear in C'. The actual calculation

T8 Rue = "7 (D00, — DaBCP) + CLOCR Y =8OR, — 80P, O™ — CPF 6T, + 607, O 4 607 O
= Dpf +CLE5C5" +6C,,C"7 — 5Ch"CL, — 5C°, C*", — CP.V5C",, + 6C°,,. C","
= Dpf +CLEC5" +6C,,C"7 — 5C%,PCY, — 5C*,,C™% — C*V6C",, + 5C*,,C".”

= Dy’ — Dy(g"?5C", ) + 6C%, " CL, + 5C*, ,C" " — 6C",,(CV5, — CP% — C*.7 + C*.Y)

= Dy’ +6C",, (g7 CL, + g™ C\* — C*% + C™) (166)
yields
v’ =g"76C",. — g""8C",,, (167)
and
K. =g""CL, + g"*C"\* = C"%, + C*".. (168)

After these preparation one can easily calculate the variation of the integrand in the action

SV—9(Ruwg" +20N)] = 6v/—g(Ruwg"” + 2A) + /=g R 9" + v/ —g R 09" . (169)

The first term contains

_ g K §
2\/_—99 g;w
1 o2
= 5V —99" 9upGvs09”

1

= _5\/_9911059”07 (170)

the second is given by Eq. (165) thus we have

/ v 1 / vo 2 K v v
5[ _g(RuugM + QA)] = _5 —99u059 (R + 2A) + vV _gDpUp + V _950 ypK,L; P + V _gRuV(SgM
1 -
= =g <R;w — ig“,,R - Agw,) ogh + \/—géC“VpKK”" ++/—gD,v” (171)

The last contribution can be ignored being a surface term which is ignored from the point of view

of the equations of motion. The variation of the affine connection yields K = 0 which gives C = 0,
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the metric admissibility condition for the affine connection. Finally, the variation of the metric

tensor leads to the Einstein equation
G —Aguw =0 (172)

in the absence of matter.

IV. COUPLING TO MATTER

After having obtained the Lagrangian and the equations of motion for the gravitation field in

the absence of matter let us turn to the question of introducing matter in our description.

A. Point particle in an external gravitational field

First we consider the simplest problem of the motion of a massive point particle in a fixed
gravitational field, ie. in a fixed geometry where the trajectory, identified by the equation of

motion is the generalization of the straight line of the Minkowskian, flat space-time.

1. Equivalence Principle

The simplest way to find the equation of motion for a point particle is to use the Equivalence

principle. A free particle follows the straight trajectory £%(s) satisfying the equation of motion

dé®(s) _
— =0 (173)

with f = % in flat space-time, in the absence of gravity. When an external gravitational field is
introduced then the trajectory z#(s) is not a straight line anymore but the Equivalence Principle
allows us to recover the same equation of motion locally, at a given space-time point, by an
appropriate choice of the coordinate system. Eq. (173) shows that the four velocity, assumed as
a vector field, u*(z) = @#, filling up a region of the space-time, remains unchanged on the world

line. The unique covariant extension of such a parallel transport on a non-flat geometry is
u’Dyut =0t +uPTH u? = 0. (174)

Let us now assume that an external, non-gravitational force acts on the particle and Eq. (174)
is replaced by

FH
W uf T = (175)
mc
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The form

meut = F* + F) (176)
of this equation with

FYo= —mufT! u” (177)

shows that the gravitational field generates a force F,. which is linear in the velocities in a manner

similar to the Lorentz force of electrodynamics where

meit = F*+ F!

P = gFﬂyu”, (178)

where F,, = 9,A, — 0,A, is the field strength tensor.

2. Spin precession

It is instructive to generalize this argument for a gyroscope, a point particle with an angular
momentum, spin, given by the four-vector S* = (0, S) in the rest-frame. In the absence of external

forces we have time independent spin,

“w
% = 0. (179)

The covariant generalization for an external gravitational field of the form S* = (0,S) of the spin

vector is the equation of motion
S 4TH SPE =0, (180)
together with the auxiliary condition
Syt =0, (181)

expressing the structure S#* = (0, S), found in the rest-frame, in a covariant manner.
We furthermore assume that the external force F.,; does not exert torque on the system. The
spin will still be conserved, dS/dt = 0, in the co-moving frame which can be reproduced in a

covariant form by requiring that the vector S be proportional to &,

S = ai. (182)
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The covariant derivative of the orthogonality condition (181) along the world line, 0 = ai, " +
S, yields

FH
a = — M.i'u = _Sﬂ% (183)

The covariant generalization of the equation of motion (182),

) v
SH = — 85, i (184)
mc

is the Fermi-Walker transport of the spin which reduces to parallel transport in the absence of

external force, F' = 0.

3. Variational equation of motion

A direct derivation of the trajectory of a point particle, without referring to the Equivalence

Principle starts with the action of a free massive point particle,

S = —mc/ \/ TF g (x)Zvdr (185)

where & = da#(7)/dr. The corresponding Euler-Lagrange equation,

oL d 0L
- 2 186
OxP  dt 0P (186)
containing the terms
oL _ —mc_iuapgw—iy7
dar N
oL G
— = —Me——, 187
N e
reads
0= B Opgu®” | d  gpd”
2\/atgdv AT \/Erg,, TV
1 1 d 1
= ——— | 4" 0,9u 8" + 270kgpd” + g & + g it —— ——— (188)

NET S 2 dr | /jjﬂgu)\:t)\

We symmetrize in the indices x and v the factor 0.g,, in the second term of the last line and find

) 1 dz¥ d 1
_ L. v, 1k LY i T
0 = 2$ G’ + 2x (Oxgpr + Ougpr)E” + gou@” + gpu dr dr \/W
= gpo(i7 + T, 4" i" + 37 f) (189

with f(7) = 1/y/@#guad*. This equation assumes the simplest form (174) when f(7) is constant,
ie. 7 = s, the invariant length of the world line and its solution is called geodesic. For 7 # s the

term, proportional to f adjusts the length of the four-velocity without changing its direction.
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4. Geodesic deviation

The dynamics of an infinitesimal deviation from a solution of the Newton equation of a particle
moving in a given potential is that of a harmonic oscillator with time dependent frequency. In fact,
let us consider a trajectory &(t) which obeys the equation of motion, mfj = —VJIU and consider a
neighboring trajectory £(t) + 0£(t). The infinitesimal shift dx satisfies the linear, time dependent
equation md&i = —§eFVEVIU.

The generalization of the equation of motion of infinitesimal deviation d&* from a geodesic
consists of a straightforward linearization of (174) in the deformation. But the result is easier to
find by embedding our world line and its deformed partner into a family of world lines, solutions
of Eq. (174) which fill up the space-time in the vicinity of our observation point and using a
curve v*(7) which crosses our world line and its deformed partner. The integral curves of the
four-velocity vector field, u(z) = £&(z) = £(z), are the world lines, hence 4o =u'D,p= ¢ holds
for any field ¢(x).

Let us consider the surface in the space-time which is swept through by the world lines which
cross v and use the coordinates s and 7 to identify its points £#(s, 7). The coordinate basis vector

fields, u = 05&(s,7), v = 0:&(s, T) are holonomic, d;v = d;u according to Eq. (84), and we have
u”Dy,o* = vYDy,ut. (190)
Let us calculate finally the acceleration of the deformation §¢ = €0-£ = ev,
¥ =u"D,(u”Dy,v) (191)
Two successive applications of the holonomy condition give
b = u'D,(v"Dyu)
= v (D" )Dyu+ uw'v” D, Dyu
= v"(Dyu”)Dyu+ wv”[D,,, Dylu+ v'v” D, D u
= v"(Dyu”)Dyu + u'v”[D,,, DyJu + v” Dy, (v Dyu) — v (Dyu)Dyu
= u"v’[D,, DyJu +v"D, (v D,u) (192)
The four-acceleration of the world lines is vanishing, therefore
o’ = RP,ututY, (193)

the acceleration satisfies a linear equation whose coefficient matrix depends is a quadratic function

of the four-velocity.
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It is instructive to see what happens in electrodynamics where we may start with the the

equation of motion, (178), written for the deformed world line = + dx is
me(it + 5) = ZF’f,(m +62) (3 + 6d). (194)
The linearization in the deformation §z yields immediately
medit = Zémﬂapmﬁc” + SF%;&C”. (195)
This equation can be obtained from Eq. (192) by first making the replacement D, — 0,
met = v 0,1, (196)
followed by the use of the equation of motion, Eq. (178),

mevt = Ev”@,,F“pup + SF"pv”&,up. (197)

Eq. (195) follows by noting v*9,u? = dx¥0,&" = §10,;0sxP = 05 (dT0;2P) = 02" .

5. Newtonian limit

It is instructive to consider the Newtonian limit where the static gravitational field is weak and

the motion of the test particle is slow by writing

Juv = Nuv + Vv (198)

and assuming that ~ is an infinitesimal tensor. The slow motion of the test particle leads to

dz? (1,0,0,0) which together with g"” = n** — v* gives

ds
i Tl = %%f’ (199)
or
x=-V¢ (200)
where the static Newtonian potential is
¢ =190 (201)
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B. Interacting matter-gravity system

The variation of the the Einstein action Sg with respect to the metric tensor leads to the
vacuum Einstein equation, Eq. (172). When matter is included then the action becomes the sum

of the gravitational and the matter actions,
S=S5g+Su. (202)
Therefore the matter contribution to the Einstein equation will be given by the expression
G — Agp = 871G M, () (203)

with
2 6Sm
V=g g+ ()

The source of the gravitational interaction is the mass. According to special relativity this

M, (x) (204)

corresponds to energy and covariance makes the whole energy-momentum tensor as the source.
Thus one expects that the quantity (204) is proportional to the energy momentum tensor. But
the Einstein equation (203) then expresses the vanishing of the full energy-momentum tensor. The
vanishing of the total energy-momentum tensor is understandable because this latter is defined by
carrying out space-time translations, an operation which becomes ill-defined without a background
space-time.

A nontrivial condition, satisfied by the Einstein equation in the presence of matter is Eq. (135),
amounts to the energy-momentum conservation, D, M f, = 0, for any theory with action of the
form (202). Hence the energy-momentum of the matter and the gravitation field are conserved
separately. It is remarkable is that the gravity-matter interaction does not violate the conservation
of the matter energy-momentum and the energy-momentum density and flux, the matrix elements
of the energy-momentum tensor, are identical for the gravity and mater, except their sign.

We review briefly the energy-momentum tensor of a system of point particles, ideal fluid and a

scalar field.

1. Point particle

Let us suppose that we have a particle of mass m moving along the world lines z*. The action

is

Sy = —mc/ds\/jc“g,wdc" (205)
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whose variation

1 o g, Tt
Sy = ——me | ds——E—
" 2 VA G
1
= ——mc/dsdc“dn”égw

2
_ _%/dx/dSpH(S(t)TZQCV(S(t))é(x_x(s))(;gw(x), (206)

where the parameter of the world line is chosen to be the invariant length in the second equation,

after having completed the variation. The definition (204) yields

mc

\/__gMMV(x) — /dsp“(s(t))p”(s(t))é(x _ x(s)) (207)
The density of the four-momentum is
Tt %) = p(s(t))d(x — x(1)). (208)

The tensor which reduces to this expression is

7 (a) = PR 50 - (o), (209)

and it can be written in a manifestly covariant form as

T (x) = /ds
_ / s O) 5oy, (210)

establishing \/—gM =T.

2. Ideal fluid

It is worthwhile mentioning that in a more realistic situation one assumes a continuous distri-

bution of matter. For homogeneous and isotropic matter in the rest frame we have

€000
0p00O

T = (211)
00po0

000 p

which can be written in a covariant manner as

™ = (p + €)ita” — pg", (212)
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because the relation & = (1,0,0,0) holds in the rest frame. For ideal fluid where mean free path

and times are short enough to maintain isotropy we have
T (x) = (p(z) + €(x))u (z)u”(z) — p(z)g", (213)

as the source term to the Einstein equation where u*(z) = ##(x) is the four-velocity of the fluid

particles at the space-time point x.

8. Classical fields

We consider finally a simple scalar field theory with the action

Su = [ dev/=g |50 0(000.0(0) - Vol (214)

The calculation of the variation with respect to the metric tensor is greatly simplified by the fact

that the Lagrangian depends on the metric tensor and not its space-time derivatives,

2 0v—g oL
M, = L+2 . 21
K /_g ag/,l,l/ + ag/,l,l/ ( 5)

The use of Eq. (142) which gives g"” as the coefficient of the Lagrangian in the first term and the

relation

oL 1 0L
g~ 29 90,601 210

establishes the identity of M, with the energy-momentum tensor

OL
T,uz/ = Maugb - g,ul/La (217)

given by (C41).

V. GRAVITATIONAL RADIATION

A gauge theory has two distinct sectors. One the one hand, there are dynamical degrees of
freedom distributed in space-time in such a manner that they support a retarded or advanced
signal, generated by external charges, like the far or radiation field in electrodynamics. One the
other hand, there are “slave” modes which follow the motion of the external charges in an algebraic
manner, without any non-trivial dynamics, like the near or Coulomb field of electrodynamics. We

turn now to the former and mention few rudimentary features of gravitational radiation.
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Let us start with the state without radiation: the flat Minkowski space-time solves trivially the

Einstein equation. A weak radiation field,

Guv = Npv + h/,l,l/ (218)

with | A, | < 1 should not change the space-time geometry in a fundamental manner, an assumption
which allows to consider General Relativity on the flat background space-time as a relativistic
classical field theory. We shall discuss the plane wave solutions of the linearized Einstein equation

in what follows.

A. Linearization

We have up to O (h)

1, 1
[ = 51 Ouhug + 0oy — ohyu) = 5 (Ot + Oy hfy = 0 h),
1
Ry = 05T, = 05T, = S0,(D,hls + Oshll — i) = (p 5 0),
1 1
Ruo = S0u(Ouhlt + 0phl) = 0 hyo) = S0 (D)) + Ouhls — 0 huy)

1
= (00,1t + 0y h = Dhg — 0,0,h),

R = 0,0,h" —Oh, (219)

where the indices are raised and lowered by n* and 7, respectively as in an ordinary relativistic
field theory and h = h¥,.

A GL(4) gauge transformation, an external diffeomorphism z# — z# + £#(z) induces
Py = By = Ty + 0,0 + 0,8, (220)

The linearization in h,, suppresses the commutator of the field strength tensor in the third equation
which now looks as an Abelian field strength. As a result our expression for the Riemann, Ricci
and the Einstein tensors, as well as the scalar curvature are gauge invariant.

We shall use harmonic gauge (98) where
" 1
0"y = 50uh. (221)
This condition is satisfied after the gauge transformation which solves

g, = %8,,h — e (222)
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since
0 w v v v 1 p L v L 0 '
aa’,‘/yhﬂ = 0" (hyw + &y + 0v€) = 0"y + 070,6 + ia“h — Oph = §a“h + 0,078 = 20z
(223)

Note that the harmonic gauge condition is preserved by further gauge transformations which cor-

respond to harmonic functions, [J* = 0.

B. Wave equation

The linearized Einstein equation, (203),
1
—(0,0,hty + 0,0,ht — Ohye — 0 Ouh — 1y 0,0,hH"" 4+ 1yeOh) — Ahye = 87GT 4 224
B u'lo 1 pOp

contains the O (ho), Minkowski energy-momentum tensor because h = O (G). The wave equation

reads in harmonic gauge as
1
Dhl/a - 577V0'Dh + 2Ahyo' = —167TGTVU. (225)

The equations simplify when expressed in terms of

B;w = hu — %nuvh (226)
where Bﬁ = h = —h because the gauge condition and the Einstein equation are
dyhy, =0, (227)
and
Ohyo + A(2hye — Nyoh) = —167GT,,, (228)

respectively. The cosmological constant, A, plays the role of a mass which makes the radiation
field short ranged and will be ignored below. The retarded solution is

(t =[x =x'])

[x — x|

huo(t,x) = 4G / o Lve (229)

which is automatically given in harmonic gauge due to 9, T"* = 0.

C. Plane-waves

The linearized Einstein equation in vacuum is satisfied by plane waves,

huw = eue™ + e, e (230)



52

given in terms of the polarization tensor e,,. The wave vector is light-like, k> = 0 and the
gravitational wave propagates on the line cone. The symmetric polarization tensor contains 10

parameters but the gauge fixing,
ke, =0 (231)

decreases the number of the independent parameters to 6.
We may perform a further gauge transformation, z# — x* + &* with &# = 0 without leaving

the harmonic gauge. The choice
o otk - owp —ika
M =iale ia*te (232)
transforms the polarization tensor into
ey — e;w =ew + kyay, + kvay, (233)

and leaves 2 independent parameters. Some simplification of the covariant expressions can be
achieved by choosing the longitudinal and transverse component b* in such a manner that ej, —
e,’j + 2kta, = 0 and e 9 — e,0 + kyao + koa, = 0, respectively.

It is instructive to compare this situation with electrodynamics in Lorentz gauge, 0*A, = 0,

where the plane waves satisfy the wave equation [JA, = 0. The solution
Au(z) = epe™™ + eZefik‘T, (234)

k?> = 0, has 4 independent parameters in the polarization vector e, and this number is reduced
to 3 by the gauge condition, k*e, = 0. The gauge transformation, A, — A, + 9,¢, performed
by a harmonic function ¢ = 0 leaves the Lorentz gauge condition unchanged and the choice
é(x) = iae™™® — ia*e~** transforms the polarization vector, e, — e, — ak,, and can be used to

reduce the free parameters to 2.

D. Polarization

Let us now consider a simple application, the effect of a gravitational plane wave on the motion
of point particles, namely the equation of motion for the deformation of the geodesics, discussed
in Section IV A 4. We assume stationary unperturbed particles, u* = (1,0) + O (h), v = O (h) and
write Eq. (193) as

1
I T iaghlp,v”, (235)
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where we used h,o = 0 in the second equation. The gauge condition (231) shows that the deforma-
tion is transverse, k,v* = 0. Since u,v" = 0 the deformation is transverse in the spatial directions,
as well, kv = 0, with k* = (k¥ k) and v* = (0, V).

We shall use coordinates where k* = (k,0,0, k). We know that (i) k*e,, = 0, (ii) e}, = 0 and
(ili) ey = 0. The equations (i) and (iii) imply es, = 0, leaving ej; # 0 for j,k = 1,2 only. Due to
(ii) the symmetric matrix euw 1s traceless, leaving two independent components, €17 = —eg2 and

e12 = e91. When e19 = 0 one finds

. 1 . o
ORv? = —§k:02(6116”m + et e~ ) dhyk, (236)
yielding the solution
V@) _ (1 dene +ehe 0. .
v2(z) [1— 2 (er1e®® + e} e *)]0?(0,x)

A ring of particle in the (1,2) plane oscillates horizontally and vertically, as shown in Fig. 3 (a).

For e;1 = 0 we have

1 1 ) ) 2
821)2 — ——]{?02 elzelkx + et efzk:v Ul, 238
0 5 12
and
vl(z) 1+ %(elgeikx + elye )02 (0, %) (230)
v (x) 1+ Lerne™™ + etye= )]l (0,x) )

The direction of the deformation of the ring in the (1,2) plane rotated by 7/4 compared to the
previous case as shown in Fig. 3 (b). The direction independent, isotope deformation is due to
the monopole term of the multipole expansion, the deformation along a fixed direction indicate
the presence of the dipole term and these deformations, carried out in two directions belong to the
quadrupole order.

In the case of electrodynamics the plane wave (234) corresponds to the field strength tensor

F, = iky(e,e™ — efe™ ) — (u > v), (240)
which gives for Eq. (195)
medet = %{i[ku(eyeikx _ eze—ikx) _ ky(eueikx _ e*ue—ilm)](sx-u
—6xPkp[kF (e, €™ 4 el eTHT) — K, (et e g ettem T 3V ), (241)

A plane wave, propagating in the spatial 3 direction is polarized in the (1,2) plane and one finds

deformations, characteristic of dipole field.



54

O ()] O=0
SINYoNZXe

FIG. 3: The shape of a circle of particles in the (1,2) plane as a function of time for (a): e1a = 0 (b):

€12 = 0.

Gravitational radiation is too weak to be seen in a direct manner. But an indirect evidence is
known, the slowing of the PSR19134-16 binary system, pulsar, is consistent with the energy loss,

caused by the power, radiated.

VI. SCHWARZSCHILD SOLUTION

After a short digression into the dynamics of the propagating gravitational field let us now turn
to a simpler problem and inquire about the physical phenomena of the non-propagating, near field
sector. The simplest electrodynamics problem for fixed external charges is that of a point charge
with the solution of the Coulomb force. The analogous problem, the gravitational field created by

0

a static point mass is the Schwarzschild solution. We use the notation x” = ¢t — ¢ in this section.

A. Metric

The symmetry of the corresponding space-time is time independence and rotational invariance.
The rotational invariance requires that (i) the space-time can be foliated by a family of two-
dimensional surfaces, X(t,7) and (ii) that any pair of points of a hyper-surface there is a spatial
rotation bringing one point into the other. The time independence assures that there is a time-like
unit vector field n(z), n?(x) = 1, generating an infinitesimal transformation of the space-time,
at — M + en?(z), which leaves the geometry, the metric tensor in particular, invariant. The
spatial rotations generate displacement orthogonal to the time direction defined by the vector field
nt(z) therefore the most general static, rotational invariant metric is of the form

3

ds® = f(r)dt* — > alhj(r)z" (242)
Jk=1
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where r = V'x2, h;(r) is a three-dimensional, rotational invariant metric. Let us chose the radial

coordinate
oo JA (243)

where A is the time independent area of the surface X(¢,7) and parameterize this surface by the

polar angle parameters 6 and ¢, giving
ds®> = f(r)dt* — h(r)dr® + r2(d6? + sin® 6dp?). (244)

The non-vanishing Christoffel symbols of this metric are

f f
Pt _ J ro_ J

' r rsin® 0 0 o 1
Frrr = ﬁ7 FTGGZ_E7 Fr¢¢:_T7 Frozrwz;
F€¢¢ = —sinfcosb, F¢9¢ = cot 0 (245)

and the other non-vanishing components can be obtained by exchanging the covariant indices. The

Ricci tensor is diagonal,

Ry = _f_”+i/<f'+il>_i'
h

oh 4 \f " h rh
" / / / /
P N AN
2f Af\f h rh
r (f W 1
Rogg = -1+ — = —— -
99 + 5 ( 7 h> + A
R¢¢ = Rgg sin2 0. (246)
The vacuum Einstein equation for r # 0 where R = 0 are
Ry = R, = Rgg = 0. (247)
Since
Rtt Rrr 1 fl h/
0= fre N I S 9248
5T T ( 7 (248)
we have
f/ h/
—+—=0 249
requiring

hf=A, (250)
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A being a constant. The condition that the metric approaches the flat one for r — oo gives A =1

and find for the last equation in (247)

O=rf'+f-1 (251)
or
drf
=L —1. 252
dr (252)
The solution is
B
f=14+4— (253)
r
where B is a constant. The parametrization B = —2G'M/c? yields the metric
2 Ts 2 dr? 207102 | i 2 2
ds? = (1——) dt? =~ = ?(d6” +sin’ 6ds?). (254)
r — s
s
where
2GM
Ts = T3 (255)

is the Schwarzschild-radius (with ¢ # 1 restored). It is advantageous to remove the dimension of

the coordinates by the intrinsic scale ry, t — trg and r — rrg and write the dimensionless invariant

length square as

2 1 2 dr? 2¢ 112 ) 2
ds*=1——)dt* — ; — r?(df” + sin® 6d¢*). (256)

, —1
T

Few remarks are in order at this point.

. The gravitational field is weak for » > 1 and Newton’s gravitational law applies approxi-

mately according to Eq. (201).

. Consider two stationary observers, two signals are emitted by one at time t.; and t.o from

radius r. and received by the other at time ¢,; and ¢, and radius r,.. The geometry is time
independent hence t,1 —te1 = ty0 —teo, implying t.0 — t,.1 = teo —te1. The proper time passed
between the two signals,

1 1
ASe = 1-— —(teg — tel)a AST = 1-— —(trg — trl)a (257)

Te Tr

lead to the redshift

(258)




o7

3. The metric shows two singularities, one at the Schwarzschild radius

2.8+ km
s ~ Msun (259)
M —52

2.4Mp'roton ’ 10

cm

and another at r = 0. The former turns out to be a singularity of this coordinate system
because the curvature tensor remain regular and can be eliminated by means of appropriately

defined coordinates. The latter is a true singularity.

4. A stationary observer’s four-velocity is u; = —=

=, Upr = Up = Up = 0. Its four-acceleration,

ﬁ

T
a' = v’ Dyut = u"dut + T, ufu” = 1_—”1, (260)
T
has a single non-vanishing component, a” = # = ¢/(r) where ¢(r) = —5 is the Newto-

nian potential according to Eq. (201), canceling the gravitational force, in agreement with
the Equivalence Principle. But the regularity of the acceleration is misleading because the

physical, gauge invariant acceleration is obtained by multiplying it by \/grr,

1
vV —aﬂglan = (261)

2r2,/1-1

and it diverges at » = 1: An extended system, bound by elementary particles is torn into

pieces as it approaches r = 1 from above.

5. Despite the absence of a singularity something dramatic happens at the Schwarzschild radius.

The light cone corresponds to the infinitesimal changes

% =+ . i % ) (262)
the light cones have space-dependent orientation which becomes singular at » = 1, the causal
structure changes discontinuously at the Schwarzschild radius. Another pathology is seen
by considering the motion of a massive particle where ds? > 0. This inequality is consistent
with constant r, the particle can be at rest compared to the Schwarzschild radius if r > 1.
But this is not possible anymore for » < 1 where the role of the time ¢ as a coordinate with

positive unit vector is taken over the the radius r and thereby is forced to change during the

motion.

6. The solution requires that the mass be concentrated at r = 0. For any realistic, non-singular

mass distribution the solution is more complicated in the space region with non-vanishing
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(a) (b)

FIG. 4: The light-cone structure of time-like geodesics and an inward (a) and outward (b) massive particle

world line.

mass density. The Schwarzschild-radius is naked and visible only for mass distributions
which are vanishing for » > 1. the numerical values given in Eq. (259) suggest that the
Schwarzschild-radius might be found experimentally in astrophysics rather than in particle

physics.

7. A massive point particle has two characteristic length scales: The Compton wavelength,
Ac = h/me, denotes the maximal localization the particle can have because its restriction
into a region with shorter size leads to pair creation and the loosing sight of the original
particle. In other words, a point particle is surrounded with a virtual particle-anti particle
cloud of the size Ac. The other length scale, the Schwarzschild radius, increases with the
mass and the two scales coincide at m = mpl/\/i where mp; = \/W ~ 2.1 x 107°g
denotes the Planck-mass. A point particle which is lighter or heavier than the Planck mass
is surrounded by a cloud of virtual pairs (quantum effect in approximately flat space-time)

or appears as a Schwarzschild sphere (strong gravitational field effect).

8. The solution remains the same when time independence is not assumed at the beginning,
namely the spherically symmetric solutions of the vacuum Einstein equation are static (Kirch-
hoff’s theorem). This holds in the Newtonian theory in an obvious manner since the mass
can be concentrated at the origin for spherically symmetrical field. This theorem excludes

the spherically symmetric s-waves from gravitational radiation field.
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B. Geodesics

Let us consider the motion of a massive particle in the Schwarzschild geometry where the

Lagrangian
L = —mey/dtg,, (x)i? (263)

can be written as

r

T

1\ . 72 . .
L= —mc\/<1 — —> 2 — T 72(62 + sin” 0¢2). (264)
The motion is always planar, equation of motion for 6,
12 sin 6 cos ¢ = dir29 (265)
S

is satisfied by 0(s) = /2, the case considered hereafter. The coordinates ¢t and ¢ are cyclic therefore

the corresponding generalized momentums are conserved,

_L@_L — <1—1>i:E,

me Ot r
1oL r’¢ = ¢, (266)
mc J¢

One usually solves the non-relativistic radial equation of motion by exploiting the energy con-

servation. Since the temporal component of the relativistic equation of motion is the energy

conservation such a starting point corresponds to the use of the equation 42 = &, giving
1\ . 2 .
1— =) - —r2¢* = k. 267

( ) o (267)
We set k = 1 in this calculation of the orbit of a massive object and find the radial equation of
motion

E2_42 g2
T
what we write
P2+ V(r) = E® (269)

in terms of the effective potential

Vir) = (1 - %) </€ + f—i) . (270)
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FIG. 5: The effective potential, (270), as the function of r/rs for £2/r? = 1.5,1/3,1.85,2.0 in increasing

order.

The contribution proportional to £ = 1 is the Newtonian effective potential and the remaining
@) (r?’) piece represents relativistic effects.The motion with |E| < 1 is bounded, 0 < r < Tpaq,

because V' (0) = —oo and V(co) = 1. The extremes of the potential satisfy the equation

av (r) 2 2
=-35+2——-1=0. 271
7 35+ 2 0 (271)

The potential is monotonous when ¢ < /3 and the particle falls into the center. For ¢ > /3 the

potential displays a local maximum at are

3
T"mazx = 5 (272)
1+4/1-3
and a local minimum at
3
Tmin = T (273)
1—y/1—%

cf. Fig. 5 and there are stable orbits in certain range of E.

The presence of the O (r*3) relativistic term in the effective potential (270) violates Kepler’s law
for planetary motion, in particular it induces a perihelion motion. This brought the first decisive
victory for General relativity when Einstein could reproduce the perihelion motion of Mercury,
known since in 1859.

The Euler-Lagrange equation of the Lagrangian of a massive particle, (189), gives a geodesics.
One expects that the world line of a light particle approaches the motion of a massless particle
when the mass tends to zero. This can be easily established in an obvious manner for photons in
the geometrical limit by means of Fermat’s principle. By assuming here that massless particles
follow null-geodesics the previous consideration remains valid with k = 0. Photons with x = 0 do
not feel the Newtonian gravitational potential as expected but their orbital angular momentum
is coupled to gravitation. This is not surprising since the affine connection term in the covariant

derivative couples the polarization of the electromagnetic radiation to gravity. The polarization
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follows the change of the direction of propagation and couples the orbital angular momentum to
gravity. The deflection of light around the Sun has been observed first in 1919 and was the second

major support of General Relativity.

C. Space-like hyper-surfaces

The Schwarzschild geometry is static and its non-trivial features are captured by the constant
time hyper-surfaces, a one-dimensional manifold of curved three-dimensional spaces, parametrized
by t. Each three-dimensional hyper-surface can be embedded into a four dimensional Euclidean
space. To simplify matters we consider the two-dimensional § = 7/2 section of the hyper-surfaces,
obeying the metric

2

d
—ds” = L r2de. (274)

T
This surface can easily be embedded into a three-dimensional Euclidean space by means of the

cylindrical coordinates (z,7,¢). The surface z = z(r) in the Euclidean three-space space of metric

—ds® = d2* + dr? + r?d¢? (275)
has the invariant length
—ds* = [1+ 2"(r)] dr® + rdg?, (276)
where 2/(r) = dz(:). The comparison with (274) gives
12 1
1—|—z(7“):1_l, (277)

and

T !
R s Yt (278)
1
defined for r > 1 only.
D. Around the Schwarzschild-horizon

The causal structure of space-time is determined by the local light cones because any signal or
interaction can propagate on their surface or within them. The light cones, given by Eq. (262)

become narrow and narrow as the Schwarzschild-radius is approached from above, as shown in
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Fig. 4. This indicates that the free fall motion, seen by a stationary observer slows down as the
horizon is approached. This can be understood as a manifestation of the red-shift, mentioned in
point 2. of SectionVI A. The role of the radial and the time coordinate of the metric is exchanged
for a time-like geodesic as it traverses r = 1 and the light-cones are oriented horizontally. The
Kruskal-Szekeres coordinate system, introduced below shows that such an orientation of the light-
cones makes that no physical object of signal can crosses r = 1 from below. Therefore the sphere
r = 1 is a horizon which can be traversed inside only and appears for the outside observers as a
black hole.

The metric (256) has a coordinate singularity only at the Schwarzschild-radius because the

non-vanishing components of the curvature tensor

1 1 1
Rigro = Rigry = —Rroro = —Rygre = §Re¢9¢ = —§Rtm =3 (279)

make the eigenvalues, the invariant content of the curvature tensor, regular. Therefore a point
particle experiences nothing irregular or special when crossing the horizon. But an object which
is extended in the radial direction suffers strong tidal forces at the horizon. This is because a
small, finite separation, Ar, corresponds to diverging invariant length, v —As? = Ar/ m,

as r — 1.

1. Falling through the horizon

It is instructive to follow the radial free fall of a point particle through the horizon. The equation

of motion of a massive particle for ¢ = 0 is

1
2 ==+ E* - 1. (280)
r

Let us suppose that the motion starts with vanishing velocity at » = r¢g > 1 and write

d
ds = 77“1 (281)
i

S =

Such a r(s) function can easily be obtained in a parametrized form,

r = 70—0(1—|—cos77),
7“3/2
s = (4 siny), (282)

known from the description of the motion of a point on a circle, rolling with constant speed.

Nothing special happens at r = 1 and the total proper time of falling into the center at n = 7 is

s = %T8/2, cf. Fig. 6.
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(%2]

A\

FIG. 6: (a): The geometrical origin of the parametrization (282). (b): The radius r as the function of the

proper time, s, for the free fall from r = 2.
2. Stretching the horizon

We have seen so far, that the free fall, followed by its proper time shows no particular singularity
at the horizon. But what does a stationary observer finds which uses the Schwarzschild coordinates
t and r? The Schwarzschild time can be found from the first equation of (266),

. dr. dr FE
= t

_dr. _dr E 283
T T a-n (283)

indicating a singularity for such an observer when the horizon is crossed. Such a singularity might

be avoided by the use of the coordinate r* satisfying

dr
1 —

dr* =

(284)

)

=S =

because the singular factor is absorbed in the new coordinate and our equation for the radius now

reads as
dr*
= k. 285
r=— (285)
The solution of Eq. (284),
r*=r+nr—1|, (286)

replaced into the equation of motion, (280), gives

1- (‘Z;)QI :1—%. (287)

If r —» 1 from above then r* — —o0,

— -1 (288)
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FIG. 7: The tortoise coordinate, r* as function of r.

and t ~ —r* — o0, it takes infinitely long time to fall through the Schwarzschild-radius. It is
easy to understand that this is the result of the apparent singularity in the Schwarzschild metric,
g — 0, grp — 00 with gyg.r =1 asr — 1.

The radius r*, defied by Eq. (286) is called tortoise coordinate. We are told that Achilles could
not pass a tortoise because each time he reached the point where the tortoise was before it was
already ahead. The singularity of the Schwarzschild metric, the factor 1/(1 — 1/r) multiplying
dr? in the expression of the invariant length (256), signals that the scale of the radius should be
refined, r should be allowed to decrease beyond zero to describe the free fall through the horizon.
We have r* ~ r and r* — —o0 as r — 1, shown qualitatively in Fig. 7, stretching out conveniently

the approach of the horizon from either side.

3. Szekeres-Kruskall coordinate system

The Schwarzschild time diverges on both sides of the horizon as indicated in Fig. 4. To resolve
the traverse the horizon we need better suited coordinates. Instead of the coordinates ¢t and r one
may use u =t —r and v = t + r in Minkowski flat space-time, labeling the out- and in-going light
rays, respectively. The expression of the invariant length is ds? = dt? — dr? = dudv, showing clearly
that the new coordinates correspond to light cones because ds? = 0 for du = 0 or dv = 0. We can

preserve the light cone structure of the Schwarzschild geometry by the help of the new coordinates,
ur=t—r*, vr=t+4r". (289)
The relation
1\2
dr? = (1 — —) dr*? (290)
yields the metric

1
ds® = <1 - ;) du*dv* — r2(d6? + sin® 0dp?) (291)
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which still displays a singularity at the horizon.

However this singularity is now less troublesome and a simple rescaling,

* *
, _u* r—t , v T4t
(I) v = -2 ==r—lez, v=e2 =vr—1lez,

(II) o = e 7 = 1—rer5t, vV =eT =1—re'T, (292)

where the transformations (I) and (I1) apply outside and inside of the Schwarzschild sphere,

respectively, removes the singularity since the metric in terms of the new dimensionless coordinate,

4
ds? = —e " du'dv’ — r?(d6? + sin® 0d¢?), (293)

,
is regular at = 1. The coordinates u' and v' correspond to null-directions, it is more natural to
use the time- and space-like coordinates,

,U/ _ ul ,Ul + u/
_ _ 294
p 5 T 5 (294)

given by
(I) p = Vr—1le: cosh%7 T =1r— lez sinh%,
(II) p = V1—rezsinh %, 7 =+/1 —rez cosh %, (295)
yielding the metric

4
ds® = —e7"(dr? — dp?) — 12(d6? + sin? 0d¢?). (296)

,
The final problem to overcome is that this transformation covers a part of the space-time only

because it gives v/ > 0. The regions with v/ < 0 can be obtained by using

(III) ' = e = r—lerT_t, o = e = r—leth,
(IV) W = e re’T, o = —eT = /1o re’s, (297)
instead of (292), yielding
(II1) p:—\/megcoshg, T=— r—legsinhg,
(IV) p=—V1—rezsinh %, 7= —v1—rez cosh % (298)

The transformation, given by egs. (295) and (298) defines the Kruskal-Szekeres coordinates, satis-
fying

(r—1)e" = p*> — 72 (I), (II), (III) and (IV), t= 2arcthyy (1) and (IT1), (299)

2arcth? (II) and (IV),
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an

FIG. 8: The mapping of two Schwarzschild space-time onto the Kruskal-Szekeres geometry. The constant
time and radius curves are radial or horizontally opening hyperbolic curves, respectively, such as the dotted
linesand t = —o0c - p=—7,t=0—>7=0,t =00 = p= 7. The outside and inside of the horizon
r =r, = p = +7, is mapped into (I)-(IIT) and (IT)-(IV), respectively and the Schwarzschild geometry,
(I)-(II) is reduplicated into (III)-(IV).

cf. Fig. 8.
The matching of the two space-times in the outer region can be demonstrated by the Einstein-
Rose bridge, the extension of the embedding, described in Section VI C. One chooses an Euclidean

three-space, parametrized by by the coordinates (z,u, ¢) and equipped by the metric
—ds® = d2* + dp? + r’d¢?. (300)

The surface z = z(p) has the induced metric

—ds® = [1 + 2%(p)]dp? + r’d¢?, (301)
which is to be matched to (296),
4
—ds® = —e "dp* + r?d¢°. (302)
r
Hence the equation
2 4 —r
r

follows. The solution, as a function of the Schwarzschild radius r,

/ d’ ,/ (304)

is sketched qualitatively in Fig. 9. It remains a challenge to understand the effects of such a

dramatic reduplication of the Universe at each point particle.



67

(1)

FIG. 9: The Einstein-Rosen bridge, connecting the two space-times in the (z, pcos¢, psin¢) coordinate
system. The regions (I) and (III) belong to z > 0 and z < 0, respectively. A strip of the surface p = oo
is indicated by the dotted lines, they form the horizontal part of a bended plane. The bending represents
the analytical continuation between the regions (I) and (III). It is supposed to be at infinitely far, leaving
the throat, indicated by the circles, ¢-independent, rotation invariant. The dashed line follows the path
0 < p<ooin (I) and (III).

FIG. 10: The future light cones on the Kruskal-Szekeres space-time, indicated by the dotted lines running

parallel with the v’ and v" axes. The fat solid line represents the singular point = 0.

4. Causal structure

The causal structure can easily recognized in the Kruskal-Szekeres space-time because 7 is
a time-like coordinate everywhere and the light-cones preserve their direction, contrary to the
Schwarzschild parametrization, displayed in Fig. 4. The equal time lines indicate that the
Schwarzschild time ¢ runs in opposite direction in the two space-times, (I)-(II) and (III)-(IV).
On can see immediately that the two outer regions, (I) and (III) are causally disconnected.

Though time and space coordinates appear in equal footing in relativity, the time has a dis-

tinguished role, it parametrizes the motion and has an orientation, encoded by the time arrow.
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The radial (L = 0) null geodesic, line cones, are parallel to the coordinate axes v’ and v" and two
forward oriented light cones of a particle, slightly before and after crossing the Schwarzschild radius
are indicated in Fig. 10. One can see that before and after the crossing the ingoing light rays fall
into the singularity but the outward oriented light rays stay outside of the horizon or fall later
into the center, respectively. The massive particle world lines remain within the future light cones,
therefore no particle, either massive or massless, is able to emerge from the region r < 1 to r > 1:
The Schwarzschild-sphere is impenetrable from inside. Note that the horizon is free of singularities
and its one-way oriented, irreversible passage results from an appropriate rearrangement of the

future light cones without strong forces.

VII. HOMOGENEOUS AND ISOTROPIC COSMOLOGY

The assumption that we do not occupy any special location in the Universe suggests that
there should be a coordinate system in which the matter distribution in the Universe appears
homogeneous on large enough distance scales. Furthermore, the absence of a preferred direction
suggests isotropy, as well. The astrophysical observations supports these assumptions with an
astonishing precision.

A gauge or coordinate system independent way of stating spatial homogeneity is to impose the
existence of a one dimensional family of hyper-surfaces, ¥(¢) which (i) foliate the space-time, ie.
any space-time point corresponds to one and only one hyper-surface and (ii) for any pair of points
p,q € X(t) there is an isometry, a scalar product preserving mapping of the space-time which sends
p into q.

Isotropy states that for any pair of space-like unit vectors, v(p) and v'(p) at a given space-time
point p there is an isometry of the space-time which rotates v(p) into v'(p). The Universe appears
isotropic in good approximation.

We introduce the concept of standard observers which find the the distant galaxies at rest. Their
world lines provides a time-like congruence, system of time-like curves which fill up the space-time.

It is worthwhile mentioning two remarks at this point. (i) The tangent vectors of the time-like
congruence are orthogonal to the tangent vectors of the space-like hyper-surfaces of the homogene-
ity assumption at each space-time point. In fact, otherwise one could construct a preferred spatial
direction which contradicts isotropy. (ii) The space-time metric g induces a three-dimensional met-
ric h on the hyper-surfaces. The isometry which maps a point of a hyper-surface 3(t) into another

one according to the assumption of homogeneity is clearly an isometry of this three-dimensional in-
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duced metric, too. Furthermore, according to the previous remark this three-dimensional geometry

has no preferred directions.

A. Maximally symmetric spaces

The homogeneous and isotropic three-space at a given time appears as symmetric as possible.
To make this concept more precise let us consider geometries with maximal number of symmetries,
Killing vectors.

The reparametrization z# — 2/ = zf — wh(x) is a symmetry of the metric tensor if the
deformation w(z) is a Killing field, satisfying the Killing equation, (137). The parallel transport

along an infinitesimal rectangle gives the equation
D,Dyw, — DyDyw, = —R*,,,w. (305)

There are two similar equations, obtained by cyclic permutation of the indices,

_ A
D,Dyw, - D,Dyw,, = —R LpWAs

D,Dyw, — DyDyw, = —R’,, wh. (306)
the sum of these three equation can be written for a Killing field as
D,Dyw, - D,D,w,+ D,D,w, =0, (307)

due to cyclic symmetry (114). The expression (305) of the parallel transport allows us to rewrite

this equation in the form
D,Dyw, = R*, wy, (308)

stating that second (covariant) derivative of the Killing field can be expressed in terms of the
Killing field itself, w. The z-dependence is therefore given by the value of the Killing field and it
first derivative at a given point, w*(xo), D,w”(z¢). We need yet another property of the vector
fields, a set of fields {wh (z)} is called independent if the the vanishing of the linear superposition,

made up by constant coefficient,
> cqwh(z) =0 (309)
n

implies ¢, = 0.
We have d independent vectors w#(zg) and d(d — 1)/2 independent anti-symmetric tensors

D,w,(x0) — Dyw,(xp) at each point in d-dimensions hence the maximally symmetric space has
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d+d(d—1)/2 = d(d+1)/2 independent Killing vectors. For instance the d-dimensional Euclidean
space has d translational and d(d — 1)/2 rotational symmetries. Furthermore, homogeneous and

isotropic spaces have maximal symmetry.

B. Robertson-Walker metric

Let us consider now the three-dimensional curvature tensor, R{dm, more precisely the tensor

RIF = RI, phn (310)

ném

which can be thought as a transformation of second order antisymmetric contravariant tensors,
T% = —T* — REC Tmn (311)

The matrix R which acts on the tensor space is symmetric according to the second line in Egs.
(131) therefore it can be diagonalized. Isotropy of the tree-space, the absence of preferred direction

requires that the matrix of this map be degenerate,
L } .
Rk = K505, — ota),) (312

The degenerate eigenvalue K is related to the scalar curvature,

v .
R:Rjk = Kd(d —1) = k|R]|, (313)
with kK = —1,0,1 in d spatial dimensions. The corresponding Ricci tensor is
RF = RIF = K(d— 1)k = Eék (314)
m — TVim T m T dm

The spatial homogeneity makes R constant within each spatial hyper-surface X(t).
We shall now construct the metric on a spatial hyper-surface with homogeneous curvature.

Spaces with positive curvature, k = 1, can be obtained by embedding into R*,
22+ 92 + 22+ w? =d?, (315)
yielding
0 = zdz + ydy + zdz + wdw (316)
and the induced metric
ds* = da?® + dy? + dz* + dw?

(zdx + ydy + zdz)?

= da? +dy? +d2% + 5

R R (317)
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written in polar coordinates as

2 2 203092 2 2 rdr?
ds® = dr” +1r°(d0” + sin” 0d¢°) + ———
a?—r
dr? 20302 | 2 2
== + 7%(df” + sin” 0d¢*). (318)
a2
For negative curvature the embedding is given by
24y 422 —w? = —d?, (319)
which yields
0 = zdx + ydy + zdz — wdw (320)

and the induced metric is

ds® = da? + dy? + dz*® — dw?
(zdx + ydy + 2dz)?

2 2 2
= dz* +dy” +dz* — L S e (321)
We find in polar coordinates

QdT’Q

ds® = dr?® + r2(d0? + sin? 0de?) — —2

s r° +r°(df* + sin” 0d¢p*) R

dr? 20302 | o2 2

=122 + 7%(df” + sin” 0do”). (322)

a2

The spatially homogeneous and isotropic space-time provides time coordinate axis orthogonal
to the space directions, therefore the four dimensional metric is of Robertson-Walker,

dr?

ds® = dr?® — a®(7) T2

+ 72(d6?* + sin® 0dp?) (323)

where 7 is the proper time measured by clocks in rest in the space-like hyper-surface, the coordinate
r is made dimensionless by means of the scale factor » — a(7)r which is an arbitrary constant for
flat space and k£ = signK. The three-space is of finite volume for positive curvature, k = 1 and
infinite for £k =0, —1.

One may write the metric as

ds* = dr® — a*(7) [dx® + h*(x)(df* + sin® 0dp?)] (324)
with
siny k=1
r="h(x)=1qx k=0 (325)
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which justifies the use of the combination
rpn = a(T)h(X) (326)
as a cosmic distance parameter. Yet another useful form of the metric is
ds* = a*(n) [dn® — dx* — h*(x)(d6? + sin® 0d¢?)) (327)

where

dr
n:/m. (328)

The metric tensor

1
1 0 1—kr2 0 0
Juv = 9/~ ’ gij = 0 2 0 ) (329)
0 —a*(t)gi

0 0 r2sin?6

ILL?V: (T?T?9?¢)’

r2sin 6
Vi h?

yields the Christoffel symbols with two or more indices 7 vanishing and the further non-vanishing

V=g =ad(r) (330)

components are

L . a _; . ~ . 1._. 5 5 5
T =aagiy,  Trj=—g; Ty =Tj = 5"(9;an + OxGe; — Orijn) (331)

with @ = g—?. The Ricci tensor of the metric tensor g is proportional to g itself and the propor-

tionality constant turns out to be after some calculation k(d — 1) for a d-dimensional homogeneous

and isotropic space. Thus we have

Rjm = 2kgjm (332)
for the three-space and

R 0 34 0
Ro="" _ = e (333)
0 Rji+ gjr(ai + 24*) 0 gjk(aid+2a* + 2k)

for the four dimensional space-time. The scalar curvature is

1 . a a2k
R=Ryp—- —=@"Rp=—-6(—-+—+—. 334
00 a29 ik <CL+ 2+a2> ( )

a
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C. Equation of motion

In order to find the Einstein equation we approximate the matter, averaged over long distances,
as an ideal fluid which is rest in the cosmic coordinate system of the Robertson-Walker metric, ie.

the energy-momentum tensor is given by
T = (pc® + p)utu” — pg"”, (335)

where u* is the four-velocity of the matter, the unit tangent vector field of the time-like congruence.
The metric (323) is based on the time coordinate 7 therefore u* = (1,0,0,0). We have T}, =
pc? — 3p = 0 for scale invariant case like EM radiation, p = 0 for matter at rest, like cosmic dust
and TH ~ g™ p = —pc? in the vacuum. Notice that pc? 4+ 3p > 0 in each case.

The first two terms in the divergence of a tensor A"
DVAMV = 8VAMV + FZVAW) + Fgl/ApV (336)
looks as the covariant divergence of a four-vector which can be written in a simpler manner ac-

cording to (149),

1
uv nv noApv
D, A" = —\/_By(\/—gA )+ o, AP, (337)

Thus the expression (335) leads to the energy-momentum conservation law

1
0= —0,pg" + —_g&,[\/—g(ch + p)utu’] + I“gy(pc2 + p)ulu” (338)

=

where the metric admissibility, Dg = 0, was used, too. The rest frame condition, u* = (1,0,0,0),

renders the spatial components, u = 1,2,3 of this equation trivial and the temporal part u = 0

reads as
@ = L(a(pc? + p)] (339)
dr ’
giving
0= i(a?’,ocz) (340)
dr ’

p ~ 1/a3 for dust. In the case of radiation we write

0= c——(a’pc®) — za’pc? = = —(a*pc?), (341)
adr

resulting in p ~ 1/a*. The density drops faster in the latter case during the expansion of the
universe (growing a) than for dust. Though the radiation represents a negligible component in the

actual universe, it was dominant in an earlier phase.
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The Einstein equations read finally as

1 12+ k
Ro—-R-A =358 4
2 a?
= 87GT,, = 87Gpc? (342)
for the components 00 and
1 1 1 a*grr

— R — =g(R+2A)| = — |R ——(R+2A
i o= g2 = s S 20

a a? a? *
8tG
= T, = 87Gp (343)
a*gry

for rr.
We can express the acceleration @ by forming a suitable linear superposition of these two equa-

tions,

7G(3p + pc?). (344)

w| >
Wl

The cosmological constant introduces a pressure in the absence of matter and leads to violation
of the Newtonian gravitational law in the slow motion, weak gravitational field limit. We shall set
A =0 in the rest of the discussion for simplicity.

The first remark is that there is no static solution, @ < 0, for 3p + pc?> > 0. The rate of change

of spatial physical distances, £,;, = la with ¢ constant,

dlpp a
v d’T ph a ph> ( )
where
a
H=-— 346
- (346)

called Hubble-constant, though its value has slow time dependence on astrophysical time scale.
It was supposed to be around 600km/s/Mpc according as proposed by Hubble in the '30s, its
present value is around 70km/s/Mpc. Note that v > ¢ for large enough separation. This is not
in contradiction with special relativity which considers velocities at the same space-time point but
leads to the appearance of horizons as we shall see later.

The universe is expanding at the present, @ > 0 but in view of ¢ < 0 the expansion rate

must have been faster in the past. By assuming a constant expansion rate, a(r) = a(79)7, where
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a(ty) = H(mo)a(m0), 7o being our time, the life-time of the Universe, we have 79 = 1/H. Due to the
slowing expansion rate the Big Bang must have occurred less time before and the inverse Hubble-
constant gives only an order of magnitude estimate of the lifetime of the universe. The zero size
signals a singularity in the time evolution which prevents us to inquire about the earlier state of
the Universe. The so called singularity theorems of general relativity assures that the singularity at
the Big Bang is present even without assuming homogeneity and isotropy. Naturally the classical
equations of General Relativity do not allow us to inquire about the state of the Universe when its
size was smaller than Planck’s length.

For the flat or open universe, k = 0 or k = —1, respectively a # 0 according to Eq. (342) which

can be written as
a® = —a“pc® — k (347)

and the expansion continues forever. In fact, pc? = O (a*?’) or pc2 = 0O (a*4) for dust or radiation
dominated universe, pc?a® — 0 as T — oo and @ approaches zero from above. For closed universe,
k = 1, the matter contribution to Eq. (347) decreases compared to k during the expansion and
there is a maximal value of a, a < ag. But the maximal value can not be approached asymptotically
because @ does not tend to zero according to Eq. (344) but instead a big crunch occurs at some
finite time where a = 0 is reached and the universe ceases to exists.

The 00 component of the Einstein equation (342) for A = 0 shows that the universe is closed
or open if p > p. or p < p., respectively where

3H?

2

= 348
ch 87TG ( )

The actual observational and theoretical background suggests that the cosmological constant A
actually plays an important role in determining the age of the universe, in particular the choice

Pmatter = 0.27pc, pA = 0.73p¢; Pmatter + PA = pe is preferred.

D. Frequency shifts

The precision spectroscopic measurement of the electromagnetic radiation from stars is an easy
way of collecting information about distant astrophysical objects. Three different mechanisms are
known to change the observed value of the characteristic frequency of a physical system. The first
is observed in flat space-time when the source of a wave and its observer moves with respect to
each other. The second and the the third mechanisms are for sources and observers at rest but in

the presence of a static or time-dependent gravitational field, respectively.
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1. Let us consider a monochromatic plane wave with wave vector k* = (wp/c, k) with k? =
m?2c? /h? whose source is moving with velocity v with respect to an observer in flat space-time.

The time component of the wave vector in the observer’s reference frame is

Y i
-3
By means of the relation k| = 4/ j—§ — k? we write
2,04
wo m2c
vk =v— /1 — ——cosf (350)
c h2w?
and find
1—2 /1 — 2% cosh
h2 2
W = Wy —— = (351)
-3

This is the relativistic Doppler effect, its non-relativistic analogy for a simple wave propagating

with speed ¢ with v,¢ < ¢ is
v
w = wy <1 — —cos 0) . (352)
¢

The Doppler shift is particularly useful in the observation of the broadening of spectral lines of light
arriving from stars because it allows us to estimate the random velocity of the atoms or molecules
and the temperature on the surface of the star.

2. Time independent gravitational field changes the frequency, being proportional with the
energy. Let us consider two electron-positron pairs at rest far from a star of mass M. One pair
annihilates into a photon and the other starts to fall freely towards the star. Let us suppose that
at distance r form the star the second pair annihilates into a photon. The photon arising from
the first pair, at large distance form the star, is of frequency wi(o0) = Ej(00)/h = 2moc?/h. The
photon which is created at distance r by the second pair is of the frequency ws(r) = Ex(r)/h where

GmoM GM
Ep =2 <moc2 + ”10 ) = 2mc> (1 + F) (353)

is the kinetic energy of the pair at the instance of the annihilation. Let us suppose that we send
the photon arising from the annihilation of the first pair at the location where the annihilation of
the second pair took place by means of static mirrors which leave the photon frequency unchanged
and denote its frequency wq(r) there. Energy conservation requires wi(r) = ws(r) since otherwise

one can extract energy form static gravitational field by annihilation of electron-positron pairs at
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certain distance form the star, sending the photons arising from the process at a different distance

and recombining them into electron-positron pair again. Thus the frequency of the photon changes

as
GM
= 1 354
o(r) =w(e0) (14 5 ) (354
due to the presence of the gravitational field. The relative change,
Aw _ w(r) —w(oo) _ GM (355)

w w(o0) rc2
is approximately 2 - 107% at the surface of the Sun but becomes comparable to one on the surface
of a neutron star and can be used to estimate the total mass.
3. Time dependent gravitational field leads the the change of frequency in a trivial manner
because the time of emission of a photon is different than the time of its absorption. Let us
suppose that a light signal is emitted at the point pg = (ct.,r) which is received at p = (ct,,0).

The propagation is along a null-geodesic,
cdt = a(et)dy, (356)

yielding

/t ’ ac(ccli) =Y. (357)

The source emits dn = dt.w,. periods during the time interval dt. of the emission with frequency
we- It is the same number of periods, dn = dt,w, which is observed in time dt, and frequency w,.

Thus we have red shift parameter, the relative change of the wavelength A = 27¢/w,

Xo— Ao di, a(cty)
- —Bo - 1
‘ Ae dte a(cte) (358)

where the difference of Eq. (357) and its analogy written for the times t, — t. + dt., t, — t, + dt,

was used in the last equation. By assuming that the scale factor a(7) changes slowly in time we

find

Qo
o+ (cte — cto)ao + 3(cte — cto)2do + -

<@>2 . _] (et — ct)? + - (359)

where a, = a(ct,). The deceleration parameter,

a
= a—Z(cto —cte) +

0= (360)
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measures the rate of change of the Hubble-constant in time and its experimental value is about 1.
Hubble’s law, the linearity of the red shift in the distance is obtained by
a a
2z~ —(ct, — cte) ~ —£ = HU. (361)
Qo Qo
As a simple application let us now consider the absolute luminosity £ of a galaxy and the

measured flux (energy per unit time and unit area) F. The quantity

| L

can be interpreted as the luminosity distance of the galaxy. But due to the expansion of the universe
the distance of the galaxy at the time of the emission of the observed signal, r. was different than
o, the distance at the time of observation. Does the distance dj, agree one of them? Not. Energy

conservation requires

,_ £ c
Ama?(ct,)r?  4ma?(cto)rZ(1 + 2)2’

(363)

where the factor dA/4wa?(ct,)r? is the solid angle of a surface dA observed, one factor of 1 + z
arises from the red shift of the observed photons and the other from the ratio of the time intervals

dt./dt, and we find

dr, = a(cty)re(1 + 2). (364)

E. Particle horizon

Can we receive signals from any part of the universe? It is true that the universe was smaller in
the past but the speed of light appeared smaller, too. This is the kind of dilemma which led to Eq.
(362) and requires more careful consideration. We now use the form (327) of the metric and look
for the spatial region form which signals can be received in the case of flat geometry, £ = 0. The
metric is now conformally flat, we can replace the overall conformal factor a?(n) by one from the
point of view of this question and the problem is reduced to flat Minkowski geometry. Obviously

if the integral

/6 ' % (365)

remains finite when € — 0 then we can not receive signals from the whole universe and there is a
particle horizon. The short time solution of the Einstein equations give a(7) = O (7-2/ 3 forr=0

even for a dust dominated universe and the particle horizon appears. For kK = —1 the curvature
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term becomes negligible for short time and the same result is recovered. The situation is more
complicated for a closed universe and it turns out that the horizon disappears when the universe
reaches its maximal size for a dust domination but remains present for all times in the radiation
dominated case.

The presence of horizons raises serious problems for the description of the evolution of the
universe. The reason is that the difference between regions of the early universe which are separated
by horizon can not relax during the evolution and any inhomogeneity which appeared at such scale
in the very early universe should be observable today. The cosmic microwave background which
is supposed to originate from a rather early period of the universe is found to be homogeneous
and isotropic to such a large extent which is not possible to understand unless one assumes that
either the universe is created is an unusually homogeneous state or the Robertson-Walker metric
is not valid for the early phase. The inflationary universe model which involves a rapid expansion
in the early phase leads to an enlargement of the horizon and offers a possibility to reconcile the
entropy estimates of the early universe with the present homogeneity of the microwave background
radiation.

But the latest, more sensitive measurements of the anisotropy and inhomogeneities of the mi-
crowave background radiation lead to another serious problem, these fluctuations are apparently
too large to be explained by the inflationary standard model. Further problems arise from the
more precisely determined slowing down of the expansion of the universe. That phenomenon
might be explained by assuming that the majority of the matter in our universe is participating
in gravitational interaction only and pulls back the expanding, visible matter. But such a rescue
operation of the Einstein equation seems to be out of proportion and the slight modification of the
Einstein-Hilbert action appears to be a more economical and better justifiable way of establishing

consistency.

F. Evolution of the universe

We shall briefly review the salient feature of the evolutionary big bang model. It is clearly
unreasonable to expect that classical physics, in particularly general relativity as we know it today
is capable to trace the evolution just from the beginning, from ¢ = 0, a = 0. The basic physical

constants can be put together to form a length scale,

Gh
lp=\|— = 10733 cm, (366)
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called Planck length. At distances smaller than this scale the gravitational interaction should be
stronger than the quantum effects. In general, one should not extrapolate the physical laws across
such a wast regime of scale what separate the length scale 10~ '6cm, the space resolution of the
the experiments today, from the Planck length because the basic structure of the physical laws
changed in the last century several time by the discovery of new interactions or particles as the
observational length scale was reduced from the mm scale to the proton size, 10~ 3cm. It is a real
surprise that the structure of quantum mechanics found to be valid in this range when all other
laws in physics proved to be limited to longer length scales.

The first question one might raise after leaving the Planck-era (¢t ~ 107%3s, T ~ 103K,
p ~ 1072 gm/cm?’) is whether thermodynamical equilibrium was reached by the universe. The
inflation, the rapid expansion of the universe can provide such a thermalization by the enlargement
of the horizons. The background microwave radiation is the indication that thermal equilibrium
was reached by a hot universe. According to Egs. (340) and (341) the early universe was dominated
by radiation.

Another interesting issue of this period is the generation of matter-anti matter domains. Our
galaxy tend to have matter rather than anti-matter, the baryon number (+1 for a nucleon and
-1 for an anti-nucleon) its total baryon number, a conserved quantity, is positive. If the universe
was created by positive net baryon number then this is not surprising. But it is more natural to
imagine that the universe started its existence with vanishing conserved charges and the matter
excess observed around us is compensated by an anti-matter excess somewhere else in the universe.
What was the mechanism which created these matter-anti matter domains? There is no generally
accepted and satisfactory answer.

The following milestones should be mentioned for the subsequent evolution:

1. At the beginning after the Planck-era the non-gravitational interactions are supposed to be
unified by the Grand Unified Model. At about ¢ ~ 1073%s the symmetry of the Grand
Unified Model is broken spontaneously, the strong and the electro-weak interactions separate
into Quantum Chromodyanmics and the unified electro-weak theory, respectively and the

matter-anti matter island are supposed to be formed.

2. At about t ~ 10725 the symmetry of the unified electro-weak theory is broken sponta-

neously and electromagnetic and weak forces separate.

3. At t ~ 1075s quarks which were freely propagating became confined and the present day

hadrons are formed.
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4. At t = 1s the universe consists of mainly neutrinos, photons, electrons, protons and neutrons
and their anti-particles were in thermal equilibrium up to now but the interaction with neu-
trinos becomes weak to maintain equilibrium from now on. As a result neutrinos decouple
and follow a passive red shift in the rest of the time. Soon after the proton-neutron con-
version is frozen out (T' = 10'°K corresponds approximately to 1MeV, the neutron-proton

mass difference), too.

5. At t ~ 4s the electron-positron equilibrium is lost because 7' = T ~ 5 - 10°K belongs
to 0.5MeV, the mass of the electron. The annihilation process eliminate positrons and heat

up the photons slightly.

6. At 10s < t < 10min the thermal energy reaches the nuclear binding scale and nucleosyn-
thesis starts by producing *He nuclei. The strong Coulomb barrier and the lack of other
stable elements with Z < 8 leave helium the only nuclei produced in mass, until all neutrons
left over after step 4. are bound into helium. At the end of the helium dominated era which
lasts few minutes 25% of the mass is in the form of *He, the rest is essential distributed over
2H, 3He and "Li. The reproduction of the fraction taken in the form of *He is a convincing

success of the hot big bang nucleosynthesis model.
7. At t =~ 4-10° year the matter reaches equilibrium with radiation and starts to dominate.

8. At t ~ 10° year the thermal energy reaches the ionization energy of the hydrogen atom and
we enter in the recombination era when stable, neutral atoms, starting with the hydrogen
are formed. Most of the universe becoming electrically neutral the photons decouple. Their
subsequent expansion and cooling leads to the actual temperature 2.7K, observed with high
accuracy in the cosmic microwave background in the last decades. This is the second

decisive victory of the hot big bang model for the universe.

The decoupling of matter and radiation signals the end of the quantum-driven evolution era.
The resulting loss of radiation pressure leads to gravitational instabilities for masses M > 10° Mgy
where M, ~ 2-1033g is the solar mass and galaxies start to be formed. About t ~ 103 —10"years
hadronic matter started to dominate the total energy of the universe whose present age is currently

believed to be 14 - 10%years.
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VIII. OPEN QUESTIONS

General Relativity has appeared a century ago as a radically new vision of interactions. In
addition the experimental texts of gravity are quite challenging. Hence there is an unusually large
set of open question left for future studies. Only the most general issues are mentioned here,

without any attempt to be exhaustive.

1. What is the action of General Relativity? The physical phenomenons and laws depend on
the scale of their observations. By using the units ¢ = A = 1 one may use the length as a
single scale. All of our theories are effective, they cover given length scale windows. There
are always terms in the Lagrangian which represent the physics beyond the scale window but
they are negligible in the range of application of the theory in question. However these terms
become more important as we reach the edge of the scale window. The lesson of this feature
is that any experimentally established Lagrangian remains open to corrections, demanded

by later observations.

Gravity has the widest window of applicability among the four fundamental interactions
with the inconvenience that the scales where it is supposed to be strong are extremely
large (size of the Universe) or small (Schwarzschild radius, Plank’s scale), far away form us.
There are however experimentally confirmed phenomenons requiring some modifications of

the traditional Einstein-Hilbert action:

o Galactical scale: The rotation of and the velocity distribution within a galaxy indi-
cates stronger gravitational force than expected. The currently followed strategy to
incorporate such changes is to introduce dark matter, a matter which enters only into
gravitational interactions. The elimination of the dynamical degrees of freedom of dark
matter, in a manner similar to the application of the renormalization group method,
generates new terms to the gravitational action. It is more natural and promising
to address the changes of the action directly, without restricting the attention to a

particular, experimentally inaccessible sector of physics.

e Cosmological scale: The observed expansion of the Universe suggests that matter den-
sity is about the critical value, corresponding to the flat solution of the Robertson-
Walker model. The known matter can not make up the critical density and the deficit
in the cosmological constant is called dark energy contribution. Whatever is its physical

realization, the dark energy is another extension of the traditional action.
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e Consistency: The different modifications of the action must be consistent. The
value of the Hubble constant, inferred from observing some nearby galaxies, H =
73.54+0.5km/sec/Mpc, and extracting from the inhomogeneity of the cosmic microwave
background at Galaxy scale, H = 67.4 + 1.4km /sec/Mpc, are inconsistent and requires

a more thorough approach to changing the gravitational action.

2. Is gravity quantized? The four fundamental interactions seem to belong to the class of gauge
theories and the other three are quantized. While there is neither experimental nor the-
oretical evidence that gravity needs quantization one tends to apply the same scheme for
all fundamental interactions and inquire about the possibility of quantizing gravity. How-
ever the application of the usual quantization procedure creates apparently insurmountable

difficulties.

e The properties exists only after observation according to Quantum Mechanics which
assumes the existence of the macroscopic world, in particular the availability of space
and time. How to approach the problem of generating the space-time coordinates by
observations, more precisely by the interaction of the space-time coordinates with a
sufficiently large environment, to generate the classical space-time, the carrier of the
quantization procedure of the other three fundamental interactions? What kind of

mathematical basis should we use for the emergence of the space-time coordinates?

e The operator mixing, the presence of higher than second order products of the coordi-
nate and the momentum operator in the Hamiltonian generates short time divergences
in Quantum Mechanics. Quantum field theories contain ultraviolet divergences due to
the unboundedness of the three-momentum. The lesson is that quantum mechanics
and the continuity of the space-time are incompatible. This problem is handled by the
introduction of a cutoff, reflecting our ignorance of physics at infinitesimal length scales.
This ignorance is build in into the theories by assuming no dynamics at shorter length
scale than the cutoff. Nevertheless there is a historic preference of renormalizable theo-
ries where the cutoff can be sent to zero in such a manner that an appropriately chosen
cutoff-dependence of the parameters of theory renders the predictions of the theory
convergent. The renormalizability allows the hiding of the cutoff scale, an irrelevant
parameter from the point of view of physical phenomenons taking place at finite scales,

in our equations. This is a matter of convenience rather than necessity.
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Nevertheless the question is there: Is gravity renormalizable? There are indications
of a non-perturbative renormalization in case of a slightly extended Einstein-Hilbert
action. Another possibility is to use string theory if one is ready to go beyond four

dimensions and the field theory framework to reach this goal.

3. Impact of gravity on thermodynamics: The thermodynamical laws are modified at short and
long distances by gravitational interactions. The absence of gravitational screening leaves
Newton’s gravitational force long range and creates difficulties in deriving the thermodynam-
ical laws in Statistical Mechanics. The one-way causal structure of event horizons introduces
an information loss for processes taking place close to the horizon. Entropy is related to
the missing information hence event horizons generate a particular contribution to the ther-
modynamical potentials. This latter question has thoroughly been studied analytically but

there is no experimental support in either issue.

Appendix A: Uniformly accelerating observer

If inertial and gravitational forces are identical then a uniformly accelerating observer should
experience a homogeneous gravitational potential and it is instructive to look more closely in this

case. Consider the first motion in the spatial = direction where the world line z*(s),

1
¥ = (t,x) = —(sinhar, p — 1 4 coshar), (A1)

a
s being the invariant length, gives rise the four-velocity u*(s) = La#(s) = i#(s) which satisfies
u? = 1 and the four acceleration a#(s) = i*(s) with constant invariant length, a®> = —a3. The

four-velocity, written as u* = (cosh f(s),sinh f(s),0,0), gives the desired acceleration with the

choice f(s) = as. An integration of the velocity produces the world line

1
¥ = —(sinhas, cosh as, 0,0), (A2)
a

a hyperbole with positive value of the x coordinate. It is advantageous to introduce a coordinate
system (t,xz) — (n,p), where the hyperbolas are labeled by the spatial coordinate p and 7 is

proportional to the proper time,

x# = p(sinhn, cosh n,0,0), (A3)
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where the proper time and the acceleration of the world lines are s = 1/p and a = 1/p, respectively

and the invariant distance can be written as
ds® = p2dn* — dp*. (A4)
The following features of the Rindler geometry are noteworthy:
1. The Rindler space covers the part © > 0 of the whole Minkowski geometry,

2. The geometry, described by the metric (A4) is flat, it is a reparametrization of the Minkowski

space-time.

3. The acceleration along a given world line is constant but different world lines display different

acceleration hence the gravitational field is static but spatially inhomogeneous.
4. There are gravitational effects (inertial forces) even in flat space-time.

5. There is no contradiction with the Equivalence Principle because the accelerating world lines

fill up a part of the space-time only and no statement is made about the flatness of the rest.
6. Gravitational forces seem to generate space-time dependent metric tensor.

7. Gravitational forces seem to produce singularity whose more precise nature, namely whether
it is a coordinate singularity due to the wrong choice of coordinates or it is a real singularity,

reflected by physical quantities, remains to be clarified.

8. Gravitational forces seem to make a part of the space-time inaccessible, they can generate a

horizon.

Appendix B: Continuous groups

The continuous groups, {w(«)}, are equipped with a continuous topology and the group multi-

plication law,

w(@)w(f) = w(F(a, B)) (B1)

where a and ( are n-dimensional vectors for an n-dimensional group and the function F(«, )
describes the multiplication law. For instance the translations in space-time make up the group
{w(a)}, a being a four vector a = z#, with F(«,5) = a + . The widely followed convention,

adopted here as well, is the choose the unit element at o = 0, w(0) = 1.



86

The classification of the possible continuous symmetry groups is made simple by Ado’s theorem
asserting that any finite dimensional Lie-algebra is identical with a subspace of the generators
of the matrix group GL(N) (GL=General Linear group), consisting of non-singular N x N real
matrices, for sufficiently large N. Thus any continuous group is locally identical with a subgroup
of GL(N) for certain N. In order to cover all continuous groups it is sufficient to study the matrix
groups. The important matrix groups are called classical matrix groups and are shown in Tables
I and II. The rest, the exceptional groups have not yet found application in physics.

The infinitesimal group elements are in the vicinity of the identity,

n
wz]l—l—ZeaT“—i—O(eQ), (B2)
n=1
with 7¢ = BBwT(S), called generators. The name originates from the possibility of enlarging this

structure over the whole matrix group by the exponential map, defined by the help of the equation

lim <1 + %)n — lim B0+ = fiy nGHO(n) — pa (B3)

n—o0 n—oo n—oo

valid for any finite number a. The choice a = ), a®7® yields

n
a
Za Qdra _ T (6% a
e nh_)rrgo <1—|— g T ) , (B4)

showing that the repeating of an appropriately chosen infinitesimal transformation many times
generates the finite group element. One can be shown that any group element can be obtained in
such a form in a connected group. One can also be shown that the commutator of generators is

also a generator,
o, 78] = Y oo g0
(&
The real numbers %€ are called structure constants and they uniquely determine the multiplica-

tion of the infinitesimal group elements.

Appendix C: Classical Field theory

The goal of this Appendix is a brief introduction to variational principle and conservation laws
in classical field theory. The reason to go beyond the usual, differential equation based definition of
the dynamics is have equations of motion which preserve their form under arbitrary transformation

of the space-time coordinates.
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TABLE I: Real classical matrix groups.

Symbol Name Definition Dimension Generators
GL(N) general linear group det A # 0¢ N? {7 :real N x N matrices}
SL(N) special linear group detA=1 N2 -1 trr = 0°

O(N) orthogonal group AfrA =1¢ iIN(N —1) T = —1

SO(N)  special orthogonal group ~ ATA=1,detA=1 1iIN(N-1) T = —7 tr7 =0

“The matrix A is supposed to be an element of the group in question.
bdet(1l + er) = 1 + etrm + O (€°)
“det A" A = (det A)?> = 1 and det A = 1.

TABLE II: Complex classical matrix groups.

Symbol Name Definition Dimension Generators
GL(N,C) complex general linear group det A #£0 2N? {7 : complex N x N matrices}
SL(N,C) complex special linear group detA=1 2N2 -2 trr =0

U(N) unitary group ATA =1¢ N2 = —1

SU(N) special unitary group ATA=1,detA=1 N?-1 = —7,trr =0

“det ATA = (det A)*det A = |det A =1
1. Variational principle

Field theory is a dynamical system containing degrees of freedom, denoted by ¢(x), at each
space point x. The coordinate ¢(x) can be a single real number (real scalar field) or consist n-
components (n-component field). Our goal is to provide an equation satisfied by the trajectory
¢ci(t,x). The index cl is supposed to remind us that this trajectory is the solution of a classical

equation of motion. The problem of identifying ¢;(¢,x) will be outlined in three steps.

a. Single point on the real azis

Problem: identification of a point on the real axis, 4 € R, in a manner which is independent of

the reparametrization of the real axis.

Solution: Find a function with vanishing derivative at x.; only:

dl‘ ‘x:mcl
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To check the reparametrization invariance of this equation we introduce new coordinate y by the

function z = x(y) and find

dfxy)  _dfx)  dely) €2
W pymyy AT Jr=za dY =y, 2

0

Variational principle: There is simple way of rewriting Eq. (C1). Let us perform an infinitesimal

variation of the coordinate x — x + dz, and write

f(xcl + 5-%') = f(xcl) + 5f(xcl)

2
— f(mcl) + 0z f’(mcl) +%f”(%’d) + 0 (51’3) (C3)
0

The variation principle, equivalent of Eq. (C1) is
5f(za) = O (627), (C4)

stating that z. is characterized by the property that an infinitesimal variation around it, x4 —

Ty + 0x, induces an O (6332) change in the value of f(x).

b. Non-relativistic point particle

Problem: identification of a trajectory in a coordinate choice independent manner.

Variational principle: Let us identify a trajectory z(t) by specifying the coordinate at the initial
and final time, x¢(t;) = x;, xq(ty) = x5 (by assuming that the equation of motion is of second
order in time derivatives) and consider a variation of the trajectory x(t): z(t) — x(t) + dx(t) which
leaves the initial and final conditions invariant (ie. does not modify the solution). Our function
f(x) of the previous section becomes a functional, called action
ty

() = [ L), #(0) (©5)
involving the Lagrangian L(x(t),2(t)). (The symbol z(-) in the argument of the action functional
is supposed to remind us that the variable of the functional is a function. It is better to put a dot

in the place of the independent variable of the function z(¢) otherwise the notation S[z(¢)] can be
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mistaken with an embedded function S(z(t)).) The variation of the action is

5] = [ atr (2 + 620, i) + Lox)) - [ dtLia(e), i)
t dt t

= /t "t [L(x(t),ﬁc(t)) + 5m(t)w + %M(ﬂw + O (6z(t)?)

1

_ /t tf dtL(x(t),dc(t))}

i

o o [OL@(0), &) d OL(x(t), (1)) N OL(x(t), (1)) | )
_.ja dts @)[ O pm 50 ]4—3}#) 5 tf+-0(5 (©%)

The variational principle amounts to the suppression of the integral in the last line for an arbitrary

variation, yielding the Euler-Lagrange equation:

OL(z,x) d OL(z,%)
Ox dt 0z

=0 (C7)

The generalization of the previous steps for a n-dimensional particle gives

OL(x,x)  d IL(x,x) _

- C8
ox dt 0% (C8)
It is easy to check that the Lagrangian
L:T—U:%fé—U(x) (C9)
leads to the usual Newton equation
mx = —VU (x). (C10)
It is advantageous to introduce the generalized momentum:
OL(z, 1)
=0 C11
p ER (C11)
which allows to write the Euler-Lagrange equation as
. OL(x,%)
=—"7 C12
p 5 (C12)

The coordinate not appearing in the Lagrangian in an explicit manner is called cyclic coordinate,

OL(z,x
(7) =0. (C13)
8xcycl
Noether’s therem, discussed below folllows from observation that each cyclic coordinate generates
a conserved quantity. In fact, the generalized momentum of a cyclic coordinate, p.y, is conserved

according to Egs. (C11) and (C13).
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c. Scalar field

Problem: identification of the equation of motion for an n-component field, ¢q(z), a = 1,...,n.

(Notation: z = (t,x).)

Variational principle: let us consider a variation of the trajectory ¢(z):

¢(x) = o(x) +00(x),  0o(ti,x) = d¢(tf,%) = 0. (C14)

The variation of the action

S[o()] = /V dtd’zL(6,0) (C15)

58 = / dtd®z <M5qﬁa + M&%%) + 0 (6%9)
|4

Don 00,0

_ 5. (0L(6,09) ., OL($,0¢) 2

- /thd T ( 90, Sg + P00 0M5¢a> + O (6°9)

- OL(¢,00) 3 OL(¢,0¢) , OL(¢,0¢) 2

_ /a R /v dtd x(s%( R >+0(5 $) (C16)

The first term for p = 0,

OL($,00) OL($,00) OL($,00)
s8¢, — &>z 60, — | &’z 56, =
IR /t:tf "L 000, /t:ti T T, D

is vanishing because there is no variation at the initial and final time. When g = j then
i« OL(¢,09) / i« OL(¢,09) / i« OL(¢,09)
ds’6pg————— = ds’ 6, ——- — ds’ 6y —=———= =0 C18
RS R L el L (€15)

0 0

§=00 i=

and it is still vanishing because we are interested in the dynamics of localized systems and the
interactions are supposed to be short ranged. Therefore, ¢ = 0 at the spatial infinites and the

Lagrangian is vanishing. The suppression of the second term gives the Euler-Lagrange equation

OL(¢,09) OL(¢,09)
e O 305 = 0. (C19)

The generalized momentum of a particle, 0L/0;z, can be generalized in field theory to the

current, jg = 0L/00¢,,, associated to the field ¢. A field variable is cyclic when it does not
appear in the Lagrangian, OL/0¢cyq = 0. The Noether theorem for field theory stems from the

conservation of the current, associated to a cyclic field variable, 0, jg , =0
cyc
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Example: Scalar field (h=c=1):

m2
L= %(8@2 -5 =U(e) = (G +m*)=-U'(¢) (C20)

2. Noether theorem

The reparametrization invariance of the Euler-Lagrange equation shows that there is a conserved

current for each continuous symmetry.

Symmetry: A transformation of the space-time coordinates x* — 2'#, and the field ¢, (z) — ¢/, (x)
preserves the equation of motion. Since the equation of motion is obtained by varying the action,
the action should be preserved by the symmetry transformations. A slight generalization is that
the action can in fact be changed by a surface term which does not influence its variation, the
equation of motion at finite space-time points. Therefore, the symmetry transformations satisfy

the condition
L(¢,0¢) — L(¢',8'¢') + 9, A* (C21)

with a certain local vector function A*(¢(z), d¢p(x), ).

Continuous symmetry: There are infinitesimal symmetry transformations in an arbitrary small
neighborhood of the identity, =¥ — z# + dat, ¢q(x) — ¢a() + dde(x). Examples: Rotations,

translations in the space-time, and ¢(x) — e"“¢(x) for a complex field.

Conserved current: 9,j* = 0, conserved charge: Q(t):

DQ(t) = ao/ 3z’ = —/ ddzovj = —/ ds - j (C22)
1% 1% v
It is useful to distinguish external and internal spaces, corresponding to the space-time and the

values of the field variable. Eg.

: R* — R" . C23
$a(r): R R (C23)
external space internal space

Internal and external symmetry transformations act on the internal or external space, respectively.

a. Point particle

The main points of the construction of the Noether current for internal symmetries can be best

understood in the framework of a particle.
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The intuitive idea behind Noether’s theorem is to consider an infinitesimal symmetry transfor-
mation which is almost the identity and exists only for continuous symmetry as a variation around
the solution of the Equler-Lagrange equation. Since the action is stationary for arbitrary variations
it remains stationary for such a special variation, too. Thus the Euler-Lagrange equation which
assumes the same form in any coordinate system reamins satisfied for the time dependent param-
eter of the transformation. The symmetry transformation should leave the Lagrangian invariance
hence its parameter should be a cyclic coordinate hence its generalize momentum is conserved.

The more detailed proof is slightly more involved because of the more general way symmetry
transformation may act. Let us start with the definition of the symmetry as a transformation of the
time and the coordinate, t — ', x(t) — x(t’), which leaves the equation of motion unchanged. A
sufficient condition for a transformation be symmetry is that it preserves the Lagrangian. But this
is not necessary since the variational equations remains unchanged when a total time derivative
is added to the Lagrangian it contributes by a boundary term which is irrelevant from the point
of view of variations, performed at intermediate time. Thus a transformation is symmetry if the

Lagrangian changes by a total time derivative,
L(x,%x) = L(x',x') + A(t',x)). (C24)

The symmetry transformation consist of a group and the elements of a continuous group can
be parametrized by continuous, real numbers. The usual convention is to assign 0 to the identity
transformation hence the infinitesimal transformation in the vicinity of the identity can therefore
be written in the form x — x + ef (¢, %), t — t + €f(t,x) with infinitesimal e.

Let us consider only two kinds of symmetries for the sake of simplicity:

Change of the coordinates: f # 0, f = 0: The symmetry transformation x — x’ = x + €f
with constant e and the total time derivative can be neglected in (C24) as long as only the variational
equations are sought. Hence the symmetry can be expressed by taking the derivative with respect

to € of (C24) without the total derivative term,

0 = 0. L(x+ ef, %X + €0 f + ¢(%x0)f)

oL, oL ,
= SE 4 (O + %K), (C25)

The parameter of the variation dx = €(¢)f is made time dependent, € — €(¢) and its Lagrangian is
L(e,é) = L(x + ef, % + €Of + e(X0)f + éf) + O (¢?)

(%
oL oL oL . . 2
_ . <8—Xf N &a@ + SO + i) + O (). (C26)
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The variation principle, stated now as §S[e] = O (62), yields the Euler-Lagrange equation

DL (e, €) B i@i(e, é)
de  dt  0¢

(C27)

Note that the symmetry makes the symmetry transformation parameter a cyclic variable and its

generalized momentum,

_ OL(e,¢) 0L

conserved.

Examples:

1. Translation symmetry, f = n, n?> = 1, of the Lagrangian L = %5{2 — U(Tx) with T' =

1 — n ® n, leads to the conservation of the momentum p, = mxn.

2. Rotational symmetry, f = n x x, n?> = 1 of the Lagrangian L = %5{2 — U(|x|) implies the

conservation of the angular momentum, p. = mx(n x x) = n(x X mx) = nL.

Change of the time: The argument is different in this case. We use shifted time, ¢t — ¢’ =
t + €(t), and the trajectory x(t) = x(t' — €(t)) = x(t' — €(t’)) = x(') — e(¢)x(t') to rewrite the

action,

tf+5(tf) dt/ / / ) / 2
S[x] = /W(m T L = ) (¢ = () + O (). (C29)

whose O (e€) part is

ty t
0= _/ti dt <ex‘;—i + %ekg—i + éL> +eL(x(t), %(1) )
tf . 8[/ d 8[/ . ) 8[/ tf

= _/t,. dt [ex <3_X_EB_X>+EL] +E<L_X3_X>ti . (C30)

The integral is vanishing in the last line because trajectory solves the original equation of mo-
tion and by setting a time-independent transformation parameter, €(t) = €, one finds that the

Hamiltonian,
H=—x-1, (C31)

is conserved.
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b. Internal symmetries

An internal symmetry transformation of field theory acts on the internal space only. We shall

consider linearly realized internal symmetries for simplicity,
0zt =0, d¢a(r) = eTapdp(x). (C32)
where 7 is called generator, c.f. section B. This transformation is a symmetry,
L(¢,09) = L(¢ + €7¢,0¢ + e1dp) + O (¢%) . (C33)

Let us introduce new ”coordinates”, ie. new field variable, ®(¢), in such a manner that ®!(z) = €(z)
where ¢(z) = ¢o(z) + €(x)Tder(x), Per(z) being the solution of the equations of movement. The

linearized Lagrangian for e(x) is

L(e,0¢) = L(¢el + €7¢, e + et + €T7D)

OL(¢c1, 0¢c OL(¢cr, 0
= (¢al¢ bel) €T + (gal“gb(ﬁ X [Ouerd + €79, 0] + O (€7) . (C34)

The symmetry, Eq. (C33), indicates that € is a cyclic coordinate and the equation of motion

OL(e, O¢)
Oe

OL(e,0¢)
— 8, 90, c =0, (C35)

shows that the current,

_ OL(e,0¢)  OL(¢c, 0¢cr)
R T 0

defined up to a multiplicative constant as the generalized momentum of €, is conserved. Notice
that (i) we have an independent conserved current corresponding to each independent direction in
the internal symmetry group and (ii) the conserved current is well defined up to a multiplicative

constant only.

Examples:

1. Real scalar field: ¢4, a =1, -+ ,n, the symmetry group is G = O(n),
L = 5(00)" ~ V(o)
dp = €7, 7% €o(n)
Jy = 0yt (C37)
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A

FIG. 11: Deformation of the space-time region.

\Y

2. Complex scalar field: ¢4, a =1,--+ ,n, G =U(n)

L = 9¢'9¢ —V(9)

d0p = ie"t%, 1% € un)

JY = 0,0/ — ig' 0,0 (C38)

3. Electromagnetic current: ¢, G = U(1) = SO(2), ¢ = ¢1 + idg = (ié), i= ((1):_01)

L = 50,610"61 + 30,0202 — (6} + 83) — V(63 + )
Ty = o) (SN O) = 0,0261 + 20,6162 = (Db — 610,0) = —idl §,4539)

c. External Symmetries

The non-relativistic external symmetry group, the Galilean group consists of translations of
the space-time, rotations of the space and boosts and is a 4 + 3 + 3 = 10 dimensional continuous
group. The relativistic Poincaré group has the same dimension and contains translations and
Lorentz transformations of the space-time. We shall consider the conserved currents related to the
translation invariance only for the sake of simplicity.

We can rewrite the action in terms of the infinitesimally changed coordinates, '/ = z# + €,
S = 8’. The invariance of S’ under the transformation z — 2/ + € ¢(x) — ¢'(z) = ¢(z) + do(x),
d¢(z) = —€'0,¢(x), renders the O (¢) part of S’ vanishing,

0 = /V SL((x), 06(x)) + /V | deL(6(a). 06(a)

= [ L0000 + [ s, 1(6(0),06(0)
\4 ov
S / e 0, <8L<¢,a¢> iy 8L<¢,a¢>>
Vv

90 b 00,
v, OL($,09) }
/6 VdS“[ 0,6% 5010 + (o, 00 (C40)
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The field configuration satisfies the equation of motion hence the first term on the right hand side
of the last equation is vanishing. This holds for arbitrary translation €’ and space-time region, V,

rendering the the energy-momentum tensor,

oL

p _
= %0,

oo — gL (C41)
conserved, d,T"" = 0. The ”charge” of the translation €”,

PH = / d3xT™, (C42)
defines the energy-momentum vector. The energy-momentum tensor can be parametrized by

€ Cp

™ = (C43)
s o
where
€ = energy density
P = momentum density

S = energy flux density

0% = momentum flux p* in the direction j (C44)

(c is restored).

The Lorentz symmetry leads to six conserved currents, 3 of which give the angular momentum
and other three are the generators of the Lorentz boosts. The conservation of angular momentum
can be used to prove that the energy-momentum tensor is symmetric, T#” = T"* for bosonic field

theories.

Appendix D: Parallel transport along a path

The expression of parallel transport, the solution to Eq. (48) is worked out in this Appendix.

The solution can formally be written as

W, (y,x) = P [e de,m)] _p [e— I dsd”;;(%ﬂ(v(s))] 7 (D1)

by means of the path ordered product of non-commuting objects defined along the path ~, defined

as

P[A(sa)B(sp)] = ©O(sa — sp)A(sa)B(sp) + ©(sp — sa)B(sB)A(sa). (D2)
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To see that we have the correct solution let us write first the integral in the exponent in Eq. (D1)

as

1 s N s
/0 dsdv;;( )Au(’)’(s)) = Jm % Zl dv;(s j)Au(v(sg‘)) (D3)
]:

where s; = j/N. The exponential function of an operator is defined by its Taylor-series,

N
—LZ]V: dW”‘(SSj)A ( (S)) . B i dﬂy“(s]) A
N 2j=1 "4 w(r(s5)) — 1 N; 7 Au(v(s5))

_|_L Z d’Yil(;jl) dfy!;(sh)Au(’Y(sﬁ))AM(V(%)) +o (D4)
j17j2:1

and the path ordering applies term-by-term,

IRTE I [ SaaCIT W)

N—oo

7j=1
N
| 9" (s5,) dy"(s3,)
t YL T P (y (s ) A ()] 4+ | (DS)
J1,J2=1
We would have
W, ( 1 - RS p(v(55)) D6
= N ds J
’y Ngnoo:l;[ ( )

according to the well known rule e%? = et valid for numbers, without paying attention to
the non-commutativity of the objects occurring in the product. But the path ordering places the

contributions corresponding to higher j more to the left in the products and we find

W,Y(y,x) = lim 67% (SSN)A#('Y(SN)) . eflil dwil‘(rSl)A (v(s1)) (D?)

N—oo

by repeating the same resummation as in Eq. (D6). The path ordering succeeded in factorizing
the dependence on the N-th division point to the integral at the very left of the product. The final

step is the calculation of the partial derivative of W along the path,

1 dy* B 1 dv*(sn)
N s — 0 Wy (y,2) = Wy(y,xz) — W, (y—NT,x

d~H dvyH (spn—_1) K
= [6_% 'yd(.:_N)AH('Y(SN)) - ﬂ} 6_% T oN=L Au(v(sn—1)) e~ ~ 7 (SI)A n(v(51))

2 5 oy (v - 2 SN>,;C)
x),

Q

N ds y__

1 dy*(1)
Nz ALy,

which yields Eq. (48).
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Appendix E: Gauge theory of the Poincaré group

The brief derivation of the Euler-Lagrange equations is presented here for the gauge theory
formalism based on the Poincaré-group. The external space is the space-time as usual. The gauge
group is chosen to be the symmetry of the local dynamics expressed in a coordinate system specified
by the Equivalence Principle. The gravitation interaction is absence and the Poincaré symmetry
of the Special Relativity is recovered in this coordinate system. Therefore the internal space is
chosen to be the fundamental representation of the Poincaré group, a four dimensional real vector

space equipped with the Lorentzian metric tensor

1 0 0 O
0-1 0 O
Tab = . (El)
0 0 -1 0
0 0 0 -1

Notice that this metric is homogeneous, space-time independent as required by the Equivalence

Principle. Gauge transformations act as

£(x) = €(2) + A% (2)€" () + ¢*(x) (E2)

where £*(x) is the internal space coordinate corresponding to the space-time point z, A% denotes
a Lorentz transformation matrix and ¢® stands for translations. The gauge group, the Poincaré

group, is the direct product of translations and Lorentz transformations, P =T x L.

1. Covariant derivatives

We shall introduce the covariant derivative in the following steps. Fist we construct it for scalars
s(z), vectors v®(z) and tensors £ (z) of the internal Lorentz symmetry. Next we extend it for

vectors or tensors defined by the space-time, v (z), t* ().

a. Vierbein

Let us start by recalling that the unique feature of gravity as gauge theory is that the internal
space is the tangent space of the base manifold. Therefore there is a unique correspondence between
infinitesimal translations in the internal and the external spaces and the dependence on x and &

can be traded locally. A function f(y) defined in the vicinity of x gives rise the function

f2(§) = f(z + Ax) (E3)
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defined in the vicinity of the origin of the Lorentz space where
§" = e Azt (E4)

The matrix e}, relating the directions in the two spaces,

o _ 0"
= g (E5)
is called vierbein. The relation
a 0s
eﬂaas = w = 8MS (EG)

follows in an obvious manner and allows to represent the functions over the space-time locally as
functions over the tangent space, according to the intuitive role played by the coordinates in the
Equivalence Principle.

The inverse of the transformation (E5) is

= e (87)
and the metric tensor is given by
9" (@) = el (@) ey (x). (E8)
Thus we have the identities
ebel = ob, egez =60, (E9)

and any vector or tensor can be represented as a Lorentz or world vector or tensor as in Eq. (E6),
eg.

Ozt

= aéafu

a — e}al,/va’ a

_ % vt = el vt (E10)

I
V =
Oxk ®

Note that the invariant integral measure can be written as
V/—det g, dtz = det(eZ)dA‘m. (E11)
b. Holonomic and anholonomic vector fields

The Equivalence Principle assures that the gravitation interaction can locally by eliminated by
a suitable choice of the coordinate system which is realised by the internal space. This special

coordinate system can be extended in a finite regions in the absence of gravitational field only.
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What is the condition on four world vector fields e} (x) with a = 0,1,2,3 for the existence of a
coordinate systems with these coordinate axes?

The solution of the differential equation

(9x;é£) = et (x) (E12)
can be written as
2H(E) = £BE 2(0). (E13)

We are now looking for the coordinates, defined by the coordinate axes

Azt (€)
e

= el (x). (E14)

Let us suppose that the world vectors e (x) are independent and the derivatives 9, = a%a commute,

(04, 0] = [65(9“, BZ&/]

= (elduep — €0 er)d, = 0. (E15)

Then the coordinates can locally be introduced for example by

ol gli §2i §3i

ot 7 0e% 7 0¢% gl (£)ep. (E16)
In fact, by varying £ around zero we cover all four dimensions and

e}

goi &-1 9 §2i 63
0, (0) = 0qe” 2%e” 9t ™ 0% ™ 987 g (&) ey

_ o (1+saa%) P (E)es
= e (2(0). (E17)

When the vectors el are independent only but the commutators are non-vanishing then &% is
already an admissible coordinate system but the coordinate axes are different than the vectors el
Conversely, let us suppose that the the solution of the system of differential equations lead to
admissible coordinates. The invertibility of the coordinate transformation requires the indepen-
dence of the world vectors e and the commutativity of the derivatives, ie. the symmetry of partial
derivatives of continuously derivable functions is trivial in the coordinate system £®.
Iz

The vectors e are called holonomic if they are the directional vectors of a local coordinate

system. Therefore the vierbein defines anholonomic vectors in the presence of gravitational field.
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c. Local Lorentz transformations

The covariant derivative involves a generator valued vector field. The gauge group is a direct
product, P = T x L, therefore there will be separate gauge fields for translations and Lorentz
transformations. Due to continuity requirements the proper Lorentz group is generated by these
generators only, discrete inversions will be left out.

Local Lorentz transformations generate space-dependent orientation for the orthogonal Lorentz

coordinate basis and lead to the covariant derivative

w _ 9
D, D + wy (E18)
where the affine connection, wgp, = nac(wu)cb = nacwcbu, Waby = —Wpay i a generator of the special

Lorentz group in the fundamental representation (E2). The connection acts in the internal space

only, ie. on Lorentz tensors Tgp. ..., eg.
D}(LL) b= 90" + wbwvc (E19)
and considers the world tensors T),,... as scalars,
DELL)U“ = Jy vt (E20)

In order to preserve the Lorentzian scalar product by parallel transport,

DIP (vyul) = 0, (vpu?) (E21)
we define
DLL)vb = Opp — Ve, (E22)

Notice the vanishing of the covariant derivative of the internal space metric,

i),.ab a cb b ac
D™ = w’ n™ +ubm
_ ab ba
= w u—i—w o

= 0. (E23)

d. Local translations

Local translations generate space-time dependent shift of the Lorentz coordinate system which

in turn induces a shift in the space-time due to the fact that the internal space is the tangent space



102

of the space-time. The corresponding covariant derivative is
D) s = 5045 + t80q5 = €505 (E24)

for a scalar function s(x) with ¢/} (z) as gauge field. The first term on the right hand side implements
the infinitesimal shift Am“D&T) in the internal space which corresponds to an infinitesimal shit
Ax#0, in the external space and the second terms compensates for the difference of the position
of the origin of the internal coordinate system at the space-time points  and x + Axz. Thus the

vierbein, satisfying Eq. (E6) is

€l = 60 1. (E25)

e. Full local Poincare group

)

,(f) acts as D,(LL ,

The full internal symmetry is incorporated into the covariant derivative D

ij)s = DLT)S = DLL)S = 08

Dl(j)’Ub = (Szaavb + tzaavb + wbcuvc = Hvb + wbcllvc = Dl(‘L)/Ub
D;(j)vb = 5Zaavb + tzaa’l)b - Ucwcb,u = aﬂvb - Ucwcb,u = D/SL)Ub (E26)

on scalars and Lorentz tensors and treating world vectors and tensors as scalars because d,, can be
considered as the covariant derivative for local translations.
It is an unusual feature that one can introduce derivatives in the internal space directions, d,.

The corresponding covariant derivative is

D) = et D) = et (0, + wy). (E27)
Notice the natural relation
DWy = g + eé‘ti@bv = 0uv + eé‘(ez — 52)(91)1) = 20,v — 65526{,2} = Oqv. (E28)

f. World vectors and tensors

We could stop at this stage and start to work out the gauge theory for the Poincaré group by
means of the covariant derivative D®). The drawback would be to use the internal Minkowski space
vectors v® or tensors t% only. This is obviously an artificial constraint because the coordinates z*

lead naturally to world vectors v* or tensors t**. In order to be construct covariant equations for
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these vectors or tensors we need the covariant derivative for the GL(4) gauge theory, controlling
the effects of coordinate transformations induced by the application of the local Poincaré group
in the internal space. The usual affine connection I';,, introduced in differential geometry, realizes

this covariant derivative
DY) =9,+T, (E29)

by acting on world scalars, vectors and tensors, eg.

fo)s = Oys
Dl(f)v” = Opv” +T%,,0°
Dv, = Oy, —v,I%,,. (E30)

The most general covariant derivatives D compensates in all spaces and indices, eg. its action

a Lorentz and world vector v** is
(D)™ = [0,v + (wy + T'y)v|*™, (E31)

etc.

2. Field strength tensors

The field strength tensor,

FMV = [DIUDV] = [6M+Pu+wu7al/+ru+wy]

= a“wy - aywu + [Wﬂ, wl/] + a,url/ - alllj,tl, + [F/.M Fl/]’ (E32)
is called curvature, it satisfies the Bianchi identity,

0 = [Dua [Dy, Dp“ + [Dy, [Dp’DuH + [Dp’ [DmDVH
= [Dy, Fup] + [Dy, Fpu] + [Dp, Fpu]

= D,F,,+D,F,, +D,F,,. (E33)
The field strength tensor acting on the internal space,
F;Si/) = [D;(j)’ D] = (O + wps Oy + wi] = Ouwy = By + lwp, wl, (E34)
reads as

FO = (B, = 0,0, — 0,0, + 6, — &y, (E85)



when all indices are shown. One can introduce

@) _ (%) _ (@) _ (4)
Fcczl;u/ - nCEF ' eduu - _Fcclluu - _Fdzuu'

The field strength tensor for the external space reads as

F;Si) = [D;(;e)’ Dz(/e)] = [a,u + Ty, o, +T,] = auru - aur,u + [F;u r,

or

J Al — (F;Si))pa =9I, — aypp(m + ppwpnw _ prwlmw.

opuv
The field strength tensor corresponding to internal directions is

Fap = [Da, Dy] = [y Dy, ey Dy
= eqep[Dy, Do) + e [Dy, ep]1Dy + eplel, DyDy + [ef, ey 1Dy Dy
= ey + gDy, eg] Dy + egleq, DDy
= eley B +eiDyey Dy, —eley D, D, +eyel! D, D, — ey Dyel! D,
— e By + € (Duet)Dy — (D, D,
= epepFu + Sngu
with
St = elDyel —eyDyek
= Dge)l — Dyell
= 65(8,/65 —elws, + F“pyebp) — ey (Oyel —elwe,, + T eh)

pr=a

being the torsion tensor. The translational part of D, defines the field strength tensor
t“ab = (9(162‘ - 81)65,
cf. Eq.(E15), because

[0a, O] = €60, €y 0,]
= 40 €510y + ey lel; 010, + ey, ey]0,0,
= el [0y, ep]0, + ey lel, 0,]0,
= eh0uey0, — elhey 0,0, + ey el0,0, — ey 0,€el0,
= ¢ (Ouey)0y — ey (Ovel) Oy

——
— "0,
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(E36)

(E37)

(E38)

(E39)

(E40)

(E41)

(E42)
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3. Variational equations

Let us suppose that the action can be written as
S = Syle,w| + S, e, w] (E43)

where S,,[¢, e,w] controls the dynamics of the matter field, denoted generically by ¢ on a given

geometry, specified by the fields e and w. For a scalar field we may have

1 (& e
Sl e,w] = / doE [EDEL '6D M~V (9) (E44)
where
E = dete], (E45)
and for a fermion
Sl . [ doBGin® @+ wibran) v (46)
—_—
Dy,
with 7, = —i[’ya, ). The gravitational action is chosen to be of the Einstein-Hilbert type,
1
=— ER. E4
Sylew] =~ / dzER (B47)

a. Variation of w

The scalar curvature can be written as

b
R = CF bac

_.bd ,u a a a c a c
= 1€ d(auwbl/_anb,u+wc,uwbu_wcuwbu)

= 0" (elhieq — eqel) (0w, +w'yw',)

= deMV(an bv +tw c,uw bu) (E48)
where
T = eley —egel. (E49)

The variation of the Lorentz connection gives the equation

s
0= 167G~ = En“Th/u’,, + En" T w",, — 0,(En"'T,Y)
ow »

= ET!°Wb, + BT, — 0,(ETI")
= —Eub, TVH + ETYMwC, , — 8, (ETVH)

crv—a

= —DY(ET™) (E50)
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The relation
O E = 9,e™me = e etre 19 e = Eeydye), (E51)
allows us to write it in the form

cv—a

0 = ETYMefd, el + ED, TV + Euwb, TV — BTV,
= E[T:“begapelc/ + aVT:ﬂb +wb TI//J,C _ Tcyubwc

cv—a (ll/]

= E[T;"efdye; + DT

(E52)
or
vub c vub b vuc vub, c
_Tau e/c)apeu = 8VTaM +tw cuTaM - Tc Hw av (E53)
which in turn gives
147 c __ 4% Cc
T, Opele;, = —T el ey
1% 1%
= ByTab“ + W, T HC — ch“ w,,
14 14
= QT —wen TyH — Tof' s,
_ v c qw Vi, c
- aVT’ab —w buTaéu - ch Wy
_ Vi
- DVTab . (E54)
In order to solve the equation
147 c __ 4% c 14 Vi ¢
T, 0peles, = 0,T ) —wS, Tot —TFwe,, (E55)
for the Lorentz connection we write
v_H v c __ v _ v c v v v _ vy, ,C
(eaeb - egeb)apegeu - al/(eaeb - egeb) —w bu(eaeg - 6566) - (ec € — egeb )w av
Iz po_ v_p v c c K B
e, Opeh — ehOpey = Oy (eqey — ebey) +wheel —wley + 2w, (E56)
and we find
B c c K _ b
2w ab tw bceg — Wty = t ab (E57)

where

"y = B, (clelt — clicl) — el dyel + elidyel (E58)
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It will be more useful to have Lorentz indices only for the connection, therefore we multiply Eq.
(E57) by e
2Wdab + chc(sg — WC 55 = tdab. (E59)

ac

To find the second and third terms on the left hand side we contract the indices a and d and find

1
<"')cbc = gtccb (E60)
by recalling the antisymmetry of the spacial Lorentz group generators, wgpe = —Wpae- This result
leads us to the solution
1 1 1
d d d d
Wiah = étcca(sb - étccb(sa + §t ab (E61)

where

% = €0, (epey — ehey) — 00p€h + 050,¢)
= epdseney — e 0ehey +epend,ey — enehd ey — 6;0,eh + 050,¢)
= O0y0uey — epeydyely + e endyey — 050 ey — dp0,eh + 050,€)
= e endyey — eepdy el
= ¢}, (0ae), — Opel)

— et (E62)

is given in terms of the translational field strength tensor introduced in Eq. (E41). Its contracted

expression,

tbba = eZ(@beé‘ — ue}))

= Oyel — eZeZ@,,eg, (E63)
inserted in Eq. (E61) gives

1 1 1
= —t%, 05 — =% 05 + 1,

=1 =1
6 6 2

1 1 1 1
= é(aueg - ezeg&,eg)ég - 6(8,&5 — ezeg&,eg)ég + 56;6531,65 — 562%8”65 (E64)
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and
Wy = EeZapegdg %eiegezayeség - éefﬁpeZ(Sg + éeZegeg&,eZdﬁ + %eZe;eg&,eg — %eie;eg&,eg
= éqﬁ(%eﬁ %eiegez&,es - %52628[,65 + %626%(%62 + %eZe;eZ&,eg - %efﬁ“ez
= éeﬁegabeg - éeieﬁ@aes - %52626%86165 + é&gezei’ﬁbes + %eiecp(%eg - %ecpei’ﬁbeg
— G+ GO+ St
= (el + 0geed — Besatel g, (E65)

Notice that the affine connection of the external space covariant derivative does not appear in
this equation because the scalar curvature (E48) is expressed in terms of the field strength tensor

of wy.

b. Variation of e

We consider vierbein components e, as independent variables and the variation of

€€y = 0, (E66)
gives
degey, +eqdey, =0 (E67)
and
dey = —eyeqoe. (E68)

The variational equation for the vierbein which appears in the tensor Té‘ V. given by Eq. (E49)

and in the determinant E is

08 08 SR 0T", 6FE
e —1 _ = 1 —~ ploP — 1 ad = K_p E
0 671G5€g 671G5€,_i ejel = 16mG (E ST Ser + Ser R) ey el (E69)

Cc

what we can write by means of Eqgs. (E48) and
OF = Jetrlne = etrlnetre=lse — Eelide;, = —Eej,dely (E70)
as
0 = 5By, + e, (B0l + el aL0G — G5k — eloids) — eCR
= (a0, + W, w ) (kdgey + ehd705 — 07d5el) — e dlidg) — efR
= (Onw™, + wep ey + (G + weuw e )el — (9w + w'o,w)el

— (0w, + w, W) )el —er R (E71)
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We contract the last equation with ej and write

d d
0= (a‘@wc v + wcenwe V)ezeg + (auwacﬁ + waeuwecﬁ)egeg
cd c ed no_K ac a ec vV _K c
— (0w, +w eu wenes — (0w, +w . w )eqey — 0p R

= 2(6265 - eseg)(aﬁw“lu + wcenwedl/) - 55 . (E72)
The Ricci tensor

Ry, = eZegF%W
= egeh (0w, — W, +w, W, — wiwS,)
= (ecel — eceg)(Ouw, +w'e,wh,)
= Tcl:Lﬂ(aMwabu + wac,uwcbl/) (E73)
gives finally the Einstein equation

1
Rab - §nabR =0 (E74)

c. Affine connection for world vectors

The affine connection I', appearing in the covariant derivative D(© has not been included in
the action (E47) and it will be determined by a non-dynamical principle. The parallel transport

of a vector v* during a displacement dz*, expressed by the equation
sz’ DEvk =0 (E75)
must be equivalent with the similar equation expressing the parallel transport of the vector v®,
62 DW= 0. (E76)

The covariant condition for the equivalence of the two parallel transports, valid for arbitrary vector

field v%, is
Dty = et DIy, (E77)

The combination e;v® is an internal space scalar,

D©ely® = D, el (E78)
thus we have

D,etv® = el D,v?, (E79)
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Dyely =0 (E80)
which leads to metric admissibility,
D, etn®ef = D,g"" =0 (E81)

The affine connection, I', can easily be obtained by solving Eq. (E80),

Dyelt = DDk +TH e =0 (E82)
with the result
Y, = —ejDyel
= e, Dyej

= ehdye, + eé‘wﬁbez #1,. (E83)



